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1. Introduction

Previous reports in this series discussed elastic properties of iron, nickel, and iron-nickel alloys [1] and copper [2]. Reference 1 also discusses some solid-state elasticity concepts that are relevant here, including: crystal physics and thermodynamics; temperature effects; relationships between elastic constants and other physical properties, especially the elastic Debye temperature; and relationships between single-crystal and polycrystal elastic constants.

The purpose here is to present a compilation and a review of elastic properties of zinc. One hundred scientific and engineering publications are cited. Both single-crystal and polycrystal elastic constants are considered together with effects of familiar metallurgical variables on the constants.

Zinc is used widely technologically. Some better-known applications include: galvanized iron and steel, die castings, solders, and alloys. Brasses (zinc-copper alloys) are perhaps the best-known and most useful zinc alloys. Properties and applications of both zinc and its alloys are summarized elsewhere [3].

The first reasonably comprehensive review of anisotropic elastic-constant measurements, by Hearmon [4] in 1946, cited only three hexagonal metals: cadmium, magnesium, and zinc. But, hexagonal-metal elastic-property studies have proliferated in recent years. Hearmon's [5] more recent review in 1969 cites sixteen hexagonal metals. Except for magnesium, and perhaps beryllium, zinc has received more experimental study than other hexagonal metals. Magnesium has been studied extensively theoretically because its axial ratio is nearly ideal and because it is nearly elastically isotropic. As discussed below, a non-ideal axial ratio and a high elastic anisotropy make zinc studies more interesting but also more difficult.

2. Zinc as a Metal

Zinc seems at first to be a relatively simple metal with a relatively low atomic number (thirty). Its electronic
structure, \([\text{Ar}]3d^{10}4s^2\), indicates that the \(d\) band is filled and that complicated \(d\)-band/\(s\)-band electronic interactions are possibly absent. Being diamagnetic, the properties of zinc do not depend on magnetic field. Its crystal structure is close-packed hexagonal (space group = \(D_{6h}^{+} = P_{6_3}22 =\) no. 194 = strukturbericht type A3). Between zero temperature and melting (692 K), zinc exhibits only one crystal structure; thus, its solid-state properties exhibit no unexpected discontinuities with temperature changes.

Further scrutiny shows that zinc is not a simple metal; its complexities include:

1. **Crystal Structure.** A pseudopotential calculation by Harrison [6] predicted that f.c.c zinc has a lower energy than c.p.h. zinc, contrary to fact. A similar calculation predicted correct crystal structures for aluminum and beryllium, metals essentially as complicated as zinc. In pseudopotential formulations of metallic cohesion, the total energy is factored into electrostatic, band-structure, free-electron (Fermi), and correlation energies; only the first two depend on crystal structure. Calculations are done for zero temperature and do not, therefore, consider entropy in the phase-stability problem.

   Offsetting this prediction, Kaufman [7] predicted that c.p.h. zinc is the most stable phase, but that it would transform to b.c.c. at 1125 K and to f.c.c. at 1250 K if melting did not intervene. Kaufman's model is based on separating thermodynamic functions (free energy, enthalpy, entropy, etc.) into lattice, electronic, magnetic, etc. parts, which are evaluated from experimental measurements. This analysis assumes the additivity of corresponding-states specific heats.

2. **Axial Ratio.** Hexagonal crystals that are most closely, or ideally, packed have a \(c/a\) ratio of \((2/3)^{1/2} = 1.633\). The ratio of zinc, 1.856, deviates considerably from ideal. Several attempts have been made to account for this unusually high axial ratio. The most convincing may be the pseudopotential calculation of Weaire [8] that showed the band-structure energy is a minimum when \(c/a = 1.6\). A similar calculation gave nearly correct axial ratios for beryllium, cadmium, mercury, and magnesium. It follows from the axial ratio that the interbasal-planes interatomic bonds are stronger than the inter-basal-plane bonds. The basal cleavage of zinc and its higher compressibility perpendicular to the basal plane substantiate this. In terms of atomic packing, zinc atoms should be considered oblate spheroids rather than spheres. The atomic packing of zinc indicates the possibility of covalent, or angular, bonding. However, Hume-Rothery [9] maintained that the valence and crystal structure of zinc cannot be rationalized by a tendency toward covalency.

Thus, theoretical understanding of the stable crystal structure and axial ratio of zinc is incomplete. A factor in all these properties is \(s-p\) hybridization. As discussed by dehlinger [10], the symmetry of the wave function must be reconciled with the point-group symmetry; and this reconciliation affects the spacing, packing, arrangement, and energy of atoms in crystals. Dehlinger discussed zinc in terms of hybrid \(s-p\) wave functions that are aligned preferentially along the close-packed directions in the basal plane. As described below, the elastic behavior of zinc is also unusual, and usual theoretical models fail to describe its elastic properties.

### 3. Hexagonal Elastic Symmetry

From an elastic viewpoint, zinc is relatively complicated. To better understand the elasticity of zinc a few basic concepts are outlined. Further details can be found in Nye [11], Fedorov [12], and Musgrave [13]. The coordinate system used to describe the elastic constants in the present paper is shown in figure 1.

![Figure 1](image.png)

**Figure 1.** Schematic diagram of a close-packed hexagonal unit cell defined by \(a_1\), \(a_2\), and \(c\). The orthogonal co-ordinate system used in this paper is denoted by \(x\), \(y\), and \(z\).

Materials that are either isotropic or quasi-isotropic have only two independent elastic constants. By quasi-isotropic is meant a material that is macroscopically isotropic but microscopically anisotropic; polycrystalline aggregates of single crystals are good examples of quasi-isotropic materials. When a body is stressed below its elastic limit, its shape and volume change reversibly. The strain, \(\varepsilon\), is related to the stress by Hooke's law, \(\varepsilon = S\sigma\), where \(S\) is the elastic compliance; or alternatively the stress is related to the strain by \(\sigma = C\varepsilon\), where \(C\) is the elastic stiffness; and \(C\) and \(S\) are inverses.
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Depending on symmetry, a crystal has up to twenty-one independent second-order elastic constants. Hooke’s law for single crystals is

\[ \sigma_{ij} = C_{ijkl} \varepsilon_{kl} \]  

(1)

where \( \sigma_{ij} \) and \( \varepsilon_{ij} \) are the second-rank stress and strain tensors and \( C_{ijkl} \) is the fourth-rank elastic-stiffness tensor. If the crystal has some elastic symmetry, then the number of independent \( C_{ijkl} \)'s is less than twenty one. In eq (1) the usual rule of omitting the summation symbol is adopted; summation over the values 1, 2, 3 is implied by all suffixes that occur twice in a term.

Hexagonal crystals have five independent elastic constants. The elastic stiffnesses are displayed in eq (2) in the Voigt contracted notation in matrix form:

\[
C_{ij} = \begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{13} & 0 & 0 & 0 \\
C_{13} & C_{13} & C_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{11} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{11} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{2} (C_{11} - C_{12}) \\
\end{bmatrix} 
\]

(2)

where the matrix is symmetrical about its main diagonal, that is \( C_{ij} = C_{ji} \). Equation (2) results simply from the existence of a six-fold rotation axis; the additional symmetry elements indicated above by the space group effect no further elastic-symmetry simplifications. Only one independent elastic shear constant, \( C_{44} \), appears in the \( C_{ij} \) matrix.

If this matrix is inverted to obtain the \( S_{ij} \)'s, the elastic compliance coefficients, then these can be related to the so-called practical elastic constants: \( E \) = Young’s modulus, \( G \) = shear modulus, and \( \nu \) = Poisson’s ratio as displayed in the matrix equation:

\[
S_{ij} = \begin{bmatrix}
\frac{1}{E_{11}} - \frac{\nu_{21}/E_{11}}{1+\nu_{21}} & -\frac{\nu_{31}/E_{11}}{1+\nu_{21}} & 0 & 0 & 0 \\
-\frac{\nu_{31}/E_{11}}{1+\nu_{21}} & \frac{1}{E_{11}} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{G_{44}} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{G_{44}} & 0 \\
\frac{2}{E_{11}} (1+\nu_{21}) & 0 & 0 & 0 & \frac{1+\nu_{21}}{E_{11}} \\
\end{bmatrix} 
\]

(3)

where the Poisson ratios are given by

\[
\nu_{ij} = -S_{ij}/S_{44} \text{ (no sum)}.
\]

(4)

If interatomic forces are central (independent of angle), if ions are at centers of symmetry, and if the crystal is stress free, then the following relationships occur among the \( C_{ij} \)'s:

\[
C_{12} = C_{44} = \frac{1}{2} (C_{11} - C_{12}) \quad \text{or} \quad C_{11} = 3C_{12},
\]

(5)

and

\[
C_{13} = C_{44}.
\]

(6)

These are called the Cauchy relationships. For central forces, the \( C_{ij} \) matrix becomes

\[
C_{ij} \text{ (central-force)} = \begin{bmatrix}
C_{11} & -\frac{1}{3} C_{11} & C_{44} & 0 & 0 & 0 \\
C_{11} & C_{44} & 0 & 0 & 0 & 0 \\
C_{11} & C_{44} & 0 & 0 & 0 & 0 \\
C_{44} & 0 & 0 & C_{44} & 0 & 0 \\
C_{44} & 0 & 0 & 0 & C_{44} & 0 \\
-\frac{1}{3} C_{11} & 0 & 0 & 0 & 0 & \end{bmatrix}
\]

(7)

If a hexagonal crystal is elastically isotropic, all elastic constants have the same values in all directions. Then the following relationships hold among the \( C_{ij} \)'s:

\[
C_{11} - \frac{1}{2} (C_{11} - C_{12}) = C_{44},
\]

(8)

and

\[
C_{11} = C_{33}.
\]

(9)

Thus, for an isotropic hexagonal crystal the \( C_{ij} \) matrix is

\[
C_{ij} \text{ (isotropic)} = \begin{bmatrix}
C_{11} & C_{12} - 2C_{44} & C_{13} - 2C_{44} & 0 & 0 & 0 \\
C_{12} - 2C_{44} & C_{11} - 2C_{44} & 0 & 0 & 0 & 0 \\
C_{13} - 2C_{44} & C_{12} - 2C_{44} & C_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{44} \\
\end{bmatrix}
\]

(11)

with two independent elastic constants.

For the case of both central forces and elastic isotropy, the \( C_{ij} \) matrix is

\[
C_{ij} \text{ (central-force, isotropic)} = C_{11} \begin{bmatrix}
\frac{1}{3} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{3} & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{3} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{3} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{3} \\
\end{bmatrix}
\]

(12)

with only one independent elastic constant.

4. Strains Associated with Elastic Constants

Crystalline elastic properties are more easily understood from physical or geometrical models that relate the strain response of a body to an applied load. These models can be summarized by linear combinations of the $C_{ij}$'s that correspond to different strains. These strains cannot be chosen uniquely. The following set has proven useful.

There are three independent ways to deform a hexagonal crystal and conserve its volume.

1. $\frac{1}{2}(C_{11} - C_{12})$. This strain deforms the equilateral hexagonal unit-cell base so that its area is unchanged, but angles between base vectors are changed. The $c$ axis is unaffected.

2. $C_{44}$. This strain shears on the basal plane, leaving the basal plane unaffected but tilting the $c$ axis with respect to the basal plane.

3. $C = \frac{1}{6}(C_{11} + C_{12} + 2C_{23} - 4C_{13})$. This strain compresses (stretches) the $c$ axis and at the same time expands (contracts) the basal plane uniformly by an amount such that volume is conserved. Thus, symmetry is unaffected but axial ratio is changed.

In hexagonal lattices there is one deformation that dilates uniformly:

4. $B = \frac{1}{9}(2C_{11} + C_{23} + 2C_{12} + 4C_{13})$. This strain amounts to expanding or contracting all vectors uniformly so that the $c/a$ ratio is invariant and the basal plane retains its equilateral hexagonal shape. No shears are involved in this strain.

The symmetry condition $C_{66} = \frac{1}{2}(C_{11} - C_{22})$ has an important consequence in hexagonal crystals. $C_{66}$ is the shear constant on the (100) plane in a [010] direction, while $\frac{1}{2}(C_{11} - C_{22})$ is the shear constant on the (110) plane in a [110] direction. Thus, the elastic shear constant for all planes in the [001] zone is the same, independent of the particular shear plane or shear direction. This condition is called transverse isotropy. It means the elastic constants are invariant to arbitrary rotations around the $z$ axis: in the $xy$ plane, hexagonal crystals are elastically isotropic.

At first, it appears that hexagonal materials, with five independent elastic constants, are more complicated than cubic materials, with three independent elastic constants. In most cases, this is wrong. For example, Lifshitz and Rosentzweig [14] gave a closed-form solution for the elastic Green's tensor in hexagonal crystals; for cubic crystals they gave a closed-form solution only in the limit of elastic isotropy. Similarly, Pynn [15] gave an exact analytic expression for the elastic Debye temperature of hexagonal crystals; for cubic crystals, an iterative, a series-expansion, or an approximational method must be used.

5. Experimental Second-Order Single-Crystal Elastic Constants

The second-order single-crystal elastic constants of zinc are given in tables 1 and 2 for the $S_{ij}$'s and the $C_{ij}$'s, respectively. All data known to be reported in the literature are included in the tables together with some useful derived quantities. Reported $S_{ij}$'s were converted to $C_{ij}$'s, and vice versa, by matrix inversion. Recommended values are also given in the tables; they were obtained by averaging arithmetically, without weighting, the data for all representative specimens. All data were included in the averages except outlying observations, which were identified by deviations of greater than 1.5 $\sigma$, where $\sigma$ is the usual standard deviation based on an assumed normal distribution. Discarded, or outlying, values are indicated by parentheses; and they were not included in either the average values or in the standard deviations. The percentage uncertainties given in the tables are the standard deviation divided by the average value times one hundred. This is a useful uncertainty statement except when the elastic constant is near zero, as in the case of $S_{22}$ for example.

Zinc has been an interesting subject in experimental elasticity. It was the first hexagonal metal for which the complete set of second-order elastic constants, the $S_{ij}$'s, was determined. The pioneering study by Grüneisen and Goens [16] in 1924 was made possible by their preparing sufficiently large oriented single crystals by "seeding." Large crystals facilitate lateral-strain measurements. Most previous studies on zinc used specimens prepared from compacted powders. Their study was the first of its type following Voigt's [17] classic studies. Excluding some previous studies on copper, the Grüneisen and Goens study represents the first complete study of the single-crystal elastic constants of a metal. Their object was to determine the Debye-characteristic-frequency limits, which determine specific heat, thermal expansion, and other properties. Their study is also unique in being the first description of the velocity of sound in a hexagonal crystal. Two experimental methods were used. Young's modulus was measured in transverse oscillation to reduce the risk of plastically deforming the zinc crystals. The torsional modulus was determined in a static torsional experiment using mirrors on the specimen to amplify the strain. Grüneisen and Goens were also first to use vibrational methods on non-cubic crystals. Perhaps the most striking result of the Grüneisen and Goens study is the exceptionally large ratio of $K_i$ to $K_t$, the linear compressibilities parallel and perpendicular to the six-fold axis. As shown in figure 15, $K_i/K_t$ is about 8 for zinc. This is extraordinary since, for example, the ratio of electrical resistivity parallel and perpendicular to the six-fold axis is only 1.05. As shown in table 1, their experimental results, obtained about fifty years ago, basically agree with the best recent results.
Table 1. Single-crystal second-order elastic-compliance coefficients of zinc at room temperature; units are $10^{-11}$ m$^2$/N. Values in parentheses were discounted as outlying observations.

<table>
<thead>
<tr>
<th>Source</th>
<th>$S_{11}$</th>
<th>$S_{33}$</th>
<th>$S_{66}$</th>
<th>$S_{23}$</th>
<th>$S_{15}$</th>
<th>$S_{68}$</th>
<th>$K_4$</th>
<th>$K_4$</th>
<th>$K$</th>
<th>$2S_{23}+S_{66}$</th>
<th>Experimental method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Güneisen, Goens [16]</td>
<td>0.80</td>
<td>2.82</td>
<td>2.55</td>
<td>(-0.85)</td>
<td>-0.605</td>
<td>(1.70)</td>
<td>(1.61)</td>
<td>0.145</td>
<td>1.90</td>
<td>1.290</td>
<td>Static: extension &amp; torsion</td>
</tr>
<tr>
<td>Dynamic: resonance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridgman [1B, 68]</td>
<td>0.823</td>
<td>2.638</td>
<td>2.50</td>
<td>0.034</td>
<td>-0.664</td>
<td>1.578</td>
<td>1.298</td>
<td>0.195</td>
<td>1.687</td>
<td>1.172</td>
<td>Static: extension, compression &amp; torsion</td>
</tr>
<tr>
<td>Goens [19]</td>
<td>0.84</td>
<td>2.87</td>
<td>(2.44)</td>
<td>0.11</td>
<td>-0.775</td>
<td>1.46</td>
<td>1.320</td>
<td>0.175</td>
<td>1.670</td>
<td>1.09</td>
<td>Static: bending &amp; torsion</td>
</tr>
<tr>
<td>Dynamic: resonance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hanson [20]</td>
<td>0.808</td>
<td>2.628</td>
<td>2.55</td>
<td>(0.157)</td>
<td>(-0.785)</td>
<td>(1.302)</td>
<td>(1.058)</td>
<td>0.180</td>
<td>(1.418)</td>
<td>0.945</td>
<td>Static: bending &amp; torsion; Evans wall zinc</td>
</tr>
<tr>
<td>Hanson [20]</td>
<td>(0.770)</td>
<td>2.766</td>
<td>2.40</td>
<td>0.345</td>
<td>-0.639</td>
<td>1.450</td>
<td>1.488</td>
<td>0.175</td>
<td>1.840</td>
<td>1.162</td>
<td>Static: bending &amp; tension; Horsehead zinc</td>
</tr>
<tr>
<td>Bridgman [21]</td>
<td>0.770</td>
<td>2.766</td>
<td>2.40</td>
<td>0.345</td>
<td>-0.639</td>
<td>1.450</td>
<td>1.488</td>
<td>0.175</td>
<td>1.840</td>
<td>1.162</td>
<td>Static: bending &amp; torsion; Horsehead zinc</td>
</tr>
<tr>
<td>Tindall [22]</td>
<td>0.835</td>
<td>2.85</td>
<td>2.61</td>
<td>0.358</td>
<td>-0.731</td>
<td>1.57</td>
<td>1.377</td>
<td>0.160</td>
<td>1.697</td>
<td>1.054</td>
<td>Static: compression</td>
</tr>
<tr>
<td>Analysis of Hanson &amp; Bridgman data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rad [23]</td>
<td>0.835</td>
<td>2.85</td>
<td>2.61</td>
<td>0.358</td>
<td>-0.731</td>
<td>1.57</td>
<td>1.377</td>
<td>0.160</td>
<td>1.697</td>
<td>1.054</td>
<td>Static: compression</td>
</tr>
<tr>
<td>Bridgman [69]</td>
<td>0.838</td>
<td>2.838</td>
<td>2.55</td>
<td>0.355</td>
<td>-0.747</td>
<td>1.572</td>
<td>1.329</td>
<td>0.143</td>
<td>1.625</td>
<td>1.082</td>
<td>Derived from $C_{ij}$</td>
</tr>
<tr>
<td>Wert, Tindall [24]</td>
<td>0.834</td>
<td>2.823</td>
<td>2.53</td>
<td>0.355</td>
<td>-0.747</td>
<td>1.572</td>
<td>1.329</td>
<td>0.143</td>
<td>1.625</td>
<td>1.082</td>
<td>Derived from $C_{ij}$, avg. value</td>
</tr>
<tr>
<td>Alera, Neighbors [25]</td>
<td>0.795</td>
<td>(2.541)</td>
<td>2.557</td>
<td>0.305</td>
<td>-0.616</td>
<td>1.580</td>
<td>1.309</td>
<td>0.184</td>
<td>1.677</td>
<td>1.365</td>
<td>Derived from $C_{ij}$, avg. value</td>
</tr>
<tr>
<td>Waterman [26]</td>
<td>0.826</td>
<td>2.748</td>
<td>2.50</td>
<td>0.333</td>
<td>(-0.567)</td>
<td>1.587</td>
<td>1.614</td>
<td>(0.292)</td>
<td>(2.198)</td>
<td>1.366</td>
<td>Derived from $C_{ij}$</td>
</tr>
<tr>
<td>Musgrave [27]</td>
<td>0.823</td>
<td>2.775</td>
<td>2.59</td>
<td>0.352</td>
<td>-0.684</td>
<td>1.521</td>
<td>1.388</td>
<td>0.163</td>
<td>1.712</td>
<td>1.164</td>
<td>Derived from $C_{ij}$</td>
</tr>
<tr>
<td>Average values</td>
<td>0.823</td>
<td>2.775</td>
<td>2.59</td>
<td>0.352</td>
<td>-0.684</td>
<td>1.521</td>
<td>1.388</td>
<td>0.163</td>
<td>1.712</td>
<td>1.164</td>
<td>Derived from $C_{ij}$</td>
</tr>
<tr>
<td>Standard deviations</td>
<td>0.013</td>
<td>0.085</td>
<td>0.063</td>
<td>0.332</td>
<td>0.063</td>
<td>0.081</td>
<td>0.102</td>
<td>0.015</td>
<td>0.088</td>
<td>0.131</td>
<td>Derived from $C_{ij}$, avg. value</td>
</tr>
<tr>
<td>Percentage uncertainty</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>62</td>
<td>9</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>5</td>
<td>11</td>
<td>Derived from $C_{ij}$</td>
</tr>
<tr>
<td>Source</td>
<td>( C_{11} )</td>
<td>( C_{22} )</td>
<td>( C_{44} )</td>
<td>( C_{12} )</td>
<td>( C_{13} )</td>
<td>( C_{55} )</td>
<td>( B )</td>
<td>Experimental method</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
<td>-------</td>
<td>-------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grüneisen, Goens [16]</td>
<td>1.608</td>
<td>0.542</td>
<td>0.400</td>
<td>(0.451)</td>
<td>0.457</td>
<td>(0.588)</td>
<td>0.708</td>
<td>Derived from ( S_{11} )'s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bridgman [18, 68]</td>
<td>1.590</td>
<td>0.621</td>
<td>0.400</td>
<td>0.325</td>
<td>0.402</td>
<td>0.634</td>
<td>0.708</td>
<td>Derived from ( S_{11} )'s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goens [19]</td>
<td>1.626</td>
<td>0.623</td>
<td>0.379</td>
<td>0.256</td>
<td>0.508</td>
<td>0.685</td>
<td>0.713</td>
<td>Derived from ( S_{11} )'s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hanson [20]</td>
<td>(1.776)</td>
<td>(0.740)</td>
<td>0.398</td>
<td>0.240</td>
<td>(0.602)</td>
<td>(0.769)</td>
<td>(0.798)</td>
<td>Derived from ( S_{11} )'s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hanson [20]</td>
<td>1.625</td>
<td>0.553</td>
<td>0.410</td>
<td>(0.171)</td>
<td>0.415</td>
<td>0.690</td>
<td>0.645</td>
<td>Derived from ( S_{11} )'s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyndall [22]</td>
<td>1.716</td>
<td>0.610</td>
<td>0.410</td>
<td>0.261</td>
<td>0.495</td>
<td>0.728</td>
<td>0.727</td>
<td>Derived from ( S_{11} )'s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wert, Tyndall [24]</td>
<td>1.669</td>
<td>0.610</td>
<td>0.383</td>
<td>0.335</td>
<td>0.501</td>
<td>0.637</td>
<td>0.722</td>
<td>Derived from ( S_{11} )'s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alers, Neihbars [25]</td>
<td>1.637</td>
<td>0.635</td>
<td>0.388</td>
<td>0.364</td>
<td>0.530</td>
<td>0.636</td>
<td>0.751</td>
<td>Dynamic: pulse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waterman [26]</td>
<td>1.628</td>
<td>0.627</td>
<td>0.385</td>
<td>0.362</td>
<td>—</td>
<td>0.633</td>
<td>0.693*</td>
<td>Dynamic: pulse, avg. value of ( C_{11} ) used</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Musgrave [28]</td>
<td>(1.430)</td>
<td>(0.500)</td>
<td>0.400</td>
<td>(0.170)</td>
<td>(0.330)</td>
<td>0.630</td>
<td>0.558</td>
<td>Dynamic: pulse</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Average values  
Standard deviations  
Percentage uncertainty

Bridgman [18] independently reported the elastic constants of zinc. Except for the sign of \( S_{11} \), his measurements agree reasonably well with the Grüneisen and Goens values. Subsequent measurements showed that Bridgman’s positive \( S_{11} \) is correct, even though this is distinctly abnormal. All other hexagonal metals for which single-crystal elastic constants have been reported have negative \( S_{11} \) values. In the sense of Bridgman, \( S_{11} \) is a “rectangular” constant relating the stress perpendicular to the \( z \) plane to the strain perpendicular to the \( y \) plane, or vice versa. Hooke’s law in this case is

\[
\varepsilon_z = S_{11}\sigma_z.
\]  

For zinc, the Poisson ratio defined by

\[
\nu_{12} = -\frac{S_{12}}{S_{11}} = -\frac{\varepsilon_y}{\varepsilon_x}
\]

is negative. Physically, this means a tensile stress along the \( y \) axis causes an elastic expansion along the \( x \) axis, contrary to the usual situation where all directions perpendicular to the tensile axis are contracted. Since \( S_{11} = S_{22} \) is negative, the Poisson ratio \( \nu_{12} \) is positive and the strain \( \varepsilon_y = -\nu_{12}\varepsilon_x = -\nu_{22}\varepsilon_z \) is a contraction, as is typical.

Bridgman believed his more direct measurements were better than those of Grüneisen and Goens, who used only two measurement modes on differently oriented rods: extension and torsion. Their \( S_{ij} \)’s were computed to best describe the \( S_{ij} \) orientation dependence.

Stimulated by Bridgman’s results, Goens [19] reconsidered the second-order elastic constants of zinc, particularly concerning \( S_{11} \)’s sign. All previous measurements by Grüneisen and Goens were repeated, a new specimen was added, and the torsion-bending coupling problem was accounted for in the torsion experiments. Much better agreement was achieved among the torsion data, and new \( S_{ij} \)’s were proposed, as shown in table 1. However, agreement with Bridgman’s results was hardly improved, except for \( S_{11} \)’s sign. In adjusting his data, Goens matched his measurements along symmetry axes, where torsion-bending effects don’t occur, to Bridgman’s \( K_1 \) and \( K_2 \) values, which were considered especially accurate. Another difficulty with the Grüneisen-Goens crystals is that they were drawn from a melt; thus, they were neither perfectly circular nor uniform in cross section. Goens was the first to realize that in static experiments on zinc stresses due to handling and testing can exceed its yield stress. Goens’s contribution to the torsion-bending coupling problem is especially significant, and it has stimulated many subsequent studies.

Believing that the scatter among the results of Grüneisen and Goens, Bridgman, and Goens required further study, Hanson [20] performed bending and torsional tests on differently oriented cylindrical rods of two grades of “pure” zinc. Significant differences were found in the elastic constants, as shown in table 1. Hanson believed these differences were real, that they reflected small variations in the amounts and kinds of impurities, and that they did not result from experimental or treatment errors. This astonishing conclusion contradicted the general belief that elastic constants are “structure insensitive,” relatively unaffected by either chemical impurities or mechanical deformation.

Bridgman [21] tested Hanson’s hypothesis by measuring the compressibility of both grades of zinc tested by Hanson. As shown in table 1, Hanson’s compressibilities differed by about forty percent. Hanson’s specimens were given to Bridgman, and some new specimens were prepared from the same stock materials. Bridgman found no difference in the compressibilities and concluded that Hanson’s measurements contained large errors. Bridgman suggested two error sources: a systematic experimental error due to specimen strains, and error accumulation in computation. As pointed out by Bridgman, in Hanson’s experiment the variable interconnectivity is such that a one percent error in \( S_{11} \), \( S_{22} \), or \( S_{44} \) gives an eighteen percent error in \( S_{12} \), a twenty-two percent error in \( S_{23} \), and a twenty-five percent error in \( S_{44} \).
an eighty-one percent error in $K_a$ and a forty-seven percent error in $K_b$. Bridgman's specimen-strain argument was supported by the fact that Hanson's data for the highest-impurity-content zinc, which would have a higher yield stress and, therefore, the lowest plastic strain due to handling and treatment, agreed best with other reported data. Bridgman again advocated for materials with low yield stress that "direct" methods should be used and bending experiments should be avoided.

Tyndall [22] attempted to salvage the situation for Hanson, who was Tyndall's student. Hanson's hypothesis concerning composition sensitivity was abandoned. Tyndall proposed a new, self-consistent $S_{ij}$'s based on Hanson's and Bridgman's measurements and called them a "more satisfactory set of constants than any previously proposed." The Gruneisen and Goens data were neglected because "their measurements were made in part by a dynamic method." As shown in table 1, Tyndall should not have neglected their data; their $S_{ij}$'s are closer to the best values than are the $S_{ij}$'s proposed by Tyndall.

In an internal-friction study on zinc, Read [23] measured three of the elastic constants of zinc by a resonance composite-oscillator method. His values agree almost exactly with the best values given in table 1.

Wert and Tyndall [24] reported a twenty-five-crystal study using both static and dynamic methods, a departure from Tyndall's viewpoint concerning the validity of dynamic measurements. These results agree most clearly with those reported by Read [23] and by Goens [19]. Wert and Tyndall also used Bridgman's [21] $K_i$ and $K_s$ values to fill out their set of $S_{ij}$'s.

In 1950, three independent ultrasonic pulse experiments on zinc were reported. The $C_{ij}$'s, rather than the $S_{ij}$'s were determined directly for the first time. Alers and Neighbors [25] reported a complete set of $C_{ij}$'s between 4 and 670 K. (Zinc melts at 692 K.) Their measurements, made at 10 MHz, demonstrated there is appreciable frequency dependence of the elastic constants of zinc. Waterman [26] measured four $C_{ij}$'s as part of an attenuation study. Garland and Dalven [27] focused on the temperature range 4–77 K using an experimental method resembling that used by Alers and Neighbors. They had access to a cylindrical single crystal 5.5 cm long and 8.1 cm in diameter.

The most recent report of the elastic constants of zinc was by Musgrave [28]. His $C_{ij}$ values are considerably lower than the best values in table 2; the reason for this is unclear.

Swartz and Elbaum [29] did not report $C_{ij}$ values, but they measured them during a preliminary study of the third-order elastic constants of zinc, and they reported their $C_{ij}$'s agreed within 0.5 percent with those reported by Alers and Neighbors.

Thus, both the $S_{ij}$'s and the $C_{ij}$'s of zinc are reasonably well known except for $S_{12}$ (sixty-one percent uncertainty), $S_{13}$ (seventy percent uncertainty), and $C_{12}$ (thirteen percent uncertainty).


In a Debye model, which is characterized by a harmonic interatomic potential, elastic constants do not change with temperature. Thus, elastic-constant temperature-dependence is a higher-order effect, related to third-order and fourth-order elastic constants.

Despite considerable study on the problem, elastic-constant/temperature relationships cannot be described simply theoretically. Temperature behavior cannot be predicted a priori, and elastic-constant/temperature anomalies cannot be explained even a posteriori. Interested readers may consult the review by Leibfried and Ludwig [30], which deals in depth with anharmonic effects, and the recent study by Garber and Granato [31, 32], which uses a quasiharmonic-anisotropic-continuum model.

Second-order elastic-constant temperature dependencies are usually described by various semi-empirical models. A representative example is due to Varshni [33], and it is based on an Einstein-oscillator model. In this model, elastic constants vary with temperature according to

$$C = C^* - s/[\exp(t/T) - 1],$$

which contains three adjustable parameters: $C^*$ is the elastic constant at zero temperature, $t$ is the Einstein temperature (electronic effects being absent), and $-s/t$ is the high-temperature slope $dC/dT$. Varshni did not apply this equation to zinc, but he showed it described accurately the $C_{ij}$ temperature behavior of many materials, including magnesium, which is c.p.h. Materials obeying eq (15), at least approximately, are described herein as regular. $C_{ij}$'s with regular temperature behavior show zero slope at zero temperature in accordance with the third law of thermodynamics; monotonically decreasing values with increasing temperature, and a linear slope at high temperatures. For the $S_{ij}$'s, regular behavior means the same thing except that the elastic constants increase monotonically with increasing temperature.

$S_{ij}$ temperature dependencies are shown in figures 2–7. These data are taken mainly from Alers and Neighbors [25]. A similar study by Garland and Dalven [27] between 4 and 77 K confirms the Alers and Neighbors' results almost exactly in this temperature range. Wert and Tyndall [24] reported the $S_{11}$ and $S_{33}$ temperature dependencies between room temperature and 658 K. The agreement for $S_{11}$ is good, but the agreement for $S_{33}$, which was measured indirectly, is poorer, especially at higher temperatures. Wert and Tyndall also reported a maximum in $S_{13} + S_{44}$ at about 475 K that was not observed by Alers and Neighbors. The cause of this discrepancy is unclear. All the $S_{ij}$'s except $S_{44}$ exhibit essentially regular temperature behavior. The reason for this exception is also unclear. As described above, $S_{33}$ is the only $S_{ij}$ with an anomalous sign. The temperature variations of the shear constants $S_{55}$ and $S_{66}$ are regular.
$C_{ij}$ temperature coefficients are collected in Table 3. While only two sets have been reported, their agreement is surprisingly good.

**Table 3. Temperature coefficients, $\partial C_{ij}/\partial T$, of zinc at room temperature in units of $10^7$ N/m$^2$K$^{-1}$**

<table>
<thead>
<tr>
<th>Source</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{33}$</th>
<th>$\frac{1}{2}(C_{11} - C_{12})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alers,</td>
<td>-6.65</td>
<td>0.13</td>
<td>-1.71</td>
<td>-2.82</td>
<td>-3.39</td>
</tr>
<tr>
<td>Neighbors [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swartz,</td>
<td>-6.61</td>
<td>0.19</td>
<td>-2.02</td>
<td>-2.89</td>
<td>-3.40</td>
</tr>
<tr>
<td>Eliaum [29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Certain useful combinations of the $S_{ij}$'s can be formed, and their temperature dependencies are shown in figures 8–11. The linear compressibility perpendicular to the sixfold axis is relatively low and essentially temperature independent. Both linear compressibilities show small irregularities in their temperature dependencies. The bulk compressibility increases smoothly with increasing temperature. The bulk modulus shows similar, but inverse, behavior. All the shear stiffnesses decrease regularly with temperature. Surprisingly, $C_{44}$, the shear constant for the basal plane, does not decrease as the melting point is approached. As discussed by Born [34], shear moduli
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Figure 6. Temperature dependence of the elastic compliance \( S_{44} = S_{22} \).

Figure 7. Temperature dependence of the elastic compliance \( S_{\alpha\alpha} = 2(S_{11} - S_{\alpha\alpha}) \).

Figure 8. Temperature dependencies of the linear compressibilities \( K_1 = 2S_{11} + S_{22} \) and \( K_2 = S_{11} + S_{12} + S_{13} \).

7. Elastic Anisotropy

Zinc is highly anisotropic elastically, and it is important to try to characterize this behavior. Unlike cubic crystals, which have a single anisotropy index, the Zener anisotropy \( 2C_{44}/(C_{11} - C_{12}) \), hexagonal crystals have several anisotropy indexes. No generally accepted anisotropy indexes have emerged for hexagonal crystals, and several are considered here. Three were given above in eqs (8–10 in terms of the \( C_{ij} \)'s. However, except for the ratio \( C_{44}/C_{11} \), none of these correspond to physically simple strains because they involve both shear and dilatational deformations.

There are three independent elastic shear constants for hexagonal crystals; thus, three shear-type anisotropy ratios can be defined: (Values of the \( C_{ij} \)'s are substituted from table 2.)

\[
A_1 = \frac{(1/6)(C_{11} + C_{12} + 2C_{13} - 4C_{12})}{C_{44}} = 4.33 \quad (16)
\]

Figure 9. Temperature dependence of the single-crystal compressibility $K = 2(S_{11} + S_{22} + 2S_{12}) + S_{33}$.

Figure 10. Temperature dependence of the single-crystal bulk modulus $B = 2(C_{11} + C_{12} + 2C_{13}) + C_{22}$.

Figure 11. Temperature dependencies of three of the single-crystal elastic shear moduli.

\[
A_2 = \frac{2C_{44}}{(C_{11} - C_{12})} = 0.61, \tag{17}
\]

and

\[
A_3 = A_1 A_2 = \frac{(1/3)(C_{11} + C_{12} + 2C_{13} - 4C_{12})}{C_{11} - C_{12}} = 2.64. \tag{18}
\]

If zinc were elastically isotropic, all these ratios would be unity.

One useful anisotropy index can be obtained from the $S_i$'s.

\[
A_4 = \frac{S_{33}}{S_{11}} = 3.36, \tag{19}
\]

the Young's-modulus ratio perpendicular and parallel to the six-fold axis. This result for zinc is consistent with the higher atomic-packing density in the basal plane.

It is also useful to have an anisotropy index for a purely dilatational (no shear components) deformation mode. The most obvious index is

\[
A_6 = \frac{K_6}{K_4} = \frac{2S_{12} + S_{33}}{S_{11} + S_{12} + S_{33}} = 8.98, \tag{20}
\]

the linear-compressibility ratio parallel and perpendicular to the six-fold axis. Again, this tendency, although per-
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haps not its magnitude, is expected from the difference in atomic packing parallel and perpendicular to the basal plane.

The high elastic anisotropy of zinc is demonstrated further in figures 12–17, which show the directional dependencies of Young's modulus, torsion modulus, linear compressibilities, and some of the Poisson ratios. These figures were generated from the data in table 2 and the relationships:

\[
\frac{1}{E(\theta)} = S_{11} = (S_{11} + S_{12} - S)x^2 + (S - 2S_{11})x + S_{11},
\]

\[
\frac{1}{G(\theta)} = \frac{1}{2} \left( S_{11}(\theta) + S_{14}(\theta) \right) = S_{11} + \left[ (S_{11} - S_{12}) - \frac{1}{2} S_{14} \right] (1 - x) + 2(S_{11} + S_{13} - S)x(1 - x),
\]

\[
K(\theta) = S_{11} + S_{12} + S_{13} - (S_{11} - S_{13} + S_{12} - S_{13})x,
\]

\[
r_{11}(\theta) = -\frac{S_{11}(\theta)}{S_{14}(\theta)},
\]

\[
r_{22}(\theta) = -\frac{S_{22}(\theta)}{S_{33}(\theta)},
\]

where \( x = \cos \theta \),

\[
S = 2S_{13} + S_{14},
\]

\[
S_{14}(\theta) = xS_{13} + (1 - x)S_{12},
\]

\[
S_{22}(\theta) = S_{22}(2x^2 - 2x + 1) + \tau(1 - \tau)(S_{22} + 4S_{13} - A_{14}),
\]

and \( \theta \) is the angle between the axial direction and the c axis. Because of the complete rotational symmetry about the c axis, the elastic constants depend on only one angle, \( \theta \). If zinc were elastically isotropic, all its representation surfaces would be spheres, and figures 12–17 would be circular sections. Figures 12–15 are symmetrical about the z axis; figures 16 and 17 are not.

Four anisotropy-ratio temperature dependencies are shown in figure 18. Those ratios involving only shear constants—\( A_{15}, A_{25}, A_{35} \)—show slight temperature dependence. Also, \( A_{4} \), which describes uniaxial stretching anisotropy, is almost temperature independent. The usual three anisotropy ratios for hexagonal crystals are shown versus temperature in figure 19. Again, no significant departures from usual behavior are shown. It is insignificant whether these ratios decrease or increase with temperature; only the change matters because the reciprocal ratios are equally valid anisotropy indexes.

The temperature dependence of \( A_{5} \), shown in figure 20, is interesting. Its temperature dependence is determined mostly by \( K_{1} \) since \( K_{1} \) is relatively constant over a wide range of temperature. The increase in \( A_{5} \) is accompanied by an increase in the \( c/a \) ratio, tending to confirm the above statements concerning atomic packing-density effects on linear compressibilities. The small temperature dependence of \( K_{1} \) is also interesting. It suggests that atomic bonding within the basal plane is basically different from bonding perpendicular to the plane. Wallace [35] suggested that covalent bonds may occur in the basal plane of zinc, but this suggestion has not been developed further.
8. Elastic Stability

The elastic potential free energy

$$\phi = \frac{1}{2}C_{ijkl}u^i u^j,$$

must be positive-definite, $\phi = 0$ at the equilibrium, undeformed state and $\phi > 0$ for any state of mechanical...
deformation. This requires that the $C_{ij}$-matrix principal minors are all positive-definite. From eq (2), there are three independent stability conditions for hexagonal crystals:

$$C_{11} > C_{12},$$

(31)

$$C_{zz} > 0,$$

(32)

and

$$(C_{11} + C_{12})C_{33} > 2C_{13}^2, \text{ or } C_{11}C_{23} > C_{13}^2.$$  

(33)

Equations (31 and 32) are identical to the cubic-symmetry stability conditions and eq (33) reduces to $(C_{11} - C_{22}) > 0$ if $C_{11}$ and $C_{12}$ are substituted for $C_{33}$ and $C_{13}$, respectively.

The following stability ratios are obtained for zinc at room temperature from data in table 2:

$$C_{11}/C_{12} = 4.50,$$

$$C_{12}C_{23}/C_{13}^2 = 3.70.$$  

Thus, zinc is quite stable with respect to all elastic deformations. It shows no strong tendency to become unstable with increasing temperature or pressure or with small amounts of common alloying elements.
Elastic-stability-criteria temperature dependencies are shown in figure 21. Zinc becomes less stable with increasing temperatures, but it remains stable at temperatures near its melting point. It would be interesting to study carefully the $C_{11}, C_{12}$ shear mode at temperatures very near the melting point.

![Figure 21. Temperature dependencies of the Born and Huang elastic stability criteria.](image)

9. Central Forces

If atoms are at centers of symmetry, if interatomic forces are purely central (angular forces are absent), and if the crystal is stress free, then the so-called Cauchy relationships are obtained among the elastic constants. For hexagonal crystals there are two Cauchy relationships for the second-order elastic constants:

$$C_{13} = C_{44}, \quad (34)$$

and

$$C_{11} = 3C_{12}. \quad (35)$$

The first corresponds to the familiar $C_{13} = C_{44}$ Cauchy relationship for cubic crystals. These relationships are necessary but not sufficient conditions for central interatomic forces existing in crystals. These relationships can be satisfied accidentally in crystals bound by noncentral interatomic forces.

For zinc, as shown by the data in table 2, $C_{13}/C_{44} = 1.37$ and $C_{11}/3C_{12} = 1.50$. Thus, the Cauchy relationships do not hold for zinc. This means either that internal strains break the Cauchy relationships or that the interatomic potential has a strong non-central component. The latter is consistent with the above discussion concerning possible covalent bonds existing within the basal planes; forces localized to a plane are obviously non-central. However, other non-central forces might also have a role in zinc. For example, in hexagonal metals $C_{13} - C_{44}$ is sometimes interpreted as equal to the electron-gas bulk modulus, $B_e$. A free-electron-model calculation for $B_e$ gives a value considerably larger than $C_{13} - C_{44}$. This implies that some valence electrons are not free and that they may contribute to covalent-type bonding.

Deviations from the two Cauchy relationships change considerably with temperature, as shown in figure 22. The relationship involving the shear constant $C_{44}$ is better satisfied at low temperatures. The relationship between $C_{11}$ and $C_{13}$ is better satisfied at high temperatures; extrapolation shows that this relationship is satisfied exactly at the melting temperature.

![Figure 22. Temperature dependencies of the Cauchy central-force criteria.](image)

10. Experimental Polycrystalline Elastic Constants

Polycrystalline elastic-constant data are collected in table 4 for $E =$ Young’s modulus, $G =$ shear modulus, $B =$ bulk modulus, $K =$ compressibility, and $\nu =$ Poisson’s ratio. The relative paucity of data is surprising consider-
ing the many practical uses for zinc and its alloys in the form of polycrystalline aggregates. As discussed in the next section, this situation can be remedied by using the single-crystal elastic-constant data.

11. Polycrystalline Elastic Constants Computed from Single-Crystal Data

Computing polycrystalline elastic constants from single-crystal elastic constants is part of the more general average-tensor-property problem. Elastic constants are fourth-rank tensors, and their average values were discussed first by Voigt [36] in 1889. As pointed out by Landau and Lifshitz [37], "There is . . . no general relation between the moduli of elasticity of a polycrystal and those of a single crystal of the same substance." Thus, many different, and some very ingenious, approximations to the elastic-constant averaging problem have been suggested. This subject has not been reviewed critically, but Ledbetter [38] discussed eight averaging methods for cubic crystals, a symmetry case where more than twenty averaging methods have been proposed. For cubic symmetry, the averaging problem requires solving for the macroscopic shear modulus, \( G \), because the second independent macroscopic elastic constant, the bulk modulus, \( B \), is known unambiguously for cubic crystals.

For hexagonal symmetry, the averaging problem is more complicated because there are uncertainties in averaging for both \( B \) and \( G \). Using the \( C_{ij} \) data from table 2, results are given in table 5 for five averaging methods. The results are spread considerably, but either Hill's [39] or Percus's [40] method gives "typical" values when compared with existing polycrystalline data. Thus, either averaging method can be considered to give reasonable results for zinc. All complete \( C_{ij} \) data sets in table 2 were averaged by Hill's method and the results are given in table 6 together with the Voigt and Reuss shear moduli, \( G_V \) and \( G_R \), which are intermediate calculation results.

The compressibility, \( K \), in table 6 is simply the reciprocal of \( B \) in the table. The Hill bulk modulus is:

\[
B_H = \frac{1}{2}(B_V + B_R),
\]

where

\[
B_V = \frac{1}{9}(2C_{11} + C_{13} + 2C_{12} + 4C_{13}),
\]

and

\[
B_R = (2S_{11} + S_{33} + 2S_{13} + 4S_{13})^{-1}.
\]

The Hill shear modulus is:

\[
G_H = \frac{1}{2}(G_V + G_R),
\]

where

\[
G_V = \frac{1}{15}(2C_{11} + C_{33} - C_{12} - 2C_{13} + 6C_{44} + 3C_{66}),
\]

and

\[
G_R^2 = \frac{1}{15}(8S_{11} + 4S_{33} - 4S_{12} - 8S_{13} + 6S_{44} + 3S_{66}).
\]

Averaged-polycrystalline elastic-constant uncertainties are two to five percent due to \( C_{ij} \) uncertainties and due to propagation of error. This is an important result: given the validity of the averaging method, then polycrystalline elastic constants can be obtained more accurately by aver-

<table>
<thead>
<tr>
<th>Source</th>
<th>( E )</th>
<th>( G )</th>
<th>( B )</th>
<th>( K )</th>
<th>( \rho )</th>
<th>Comments</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gruneisen [41]</td>
<td>1.200</td>
<td>1.574</td>
<td>1.7</td>
<td></td>
<td></td>
<td>Cited in Köster [1/2]</td>
<td>Static</td>
</tr>
<tr>
<td>Richards [71]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Static</td>
<td>Static</td>
</tr>
<tr>
<td>Adams et al. [72]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Static</td>
<td>Static</td>
</tr>
<tr>
<td>Bridgman [18, 69]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Static</td>
<td>Static</td>
</tr>
<tr>
<td>Siegierschmidt [73]</td>
<td>0.857</td>
<td>0.574</td>
<td>1.558</td>
<td>0.299</td>
<td>0.226</td>
<td>Rolling direction</td>
<td>Static</td>
</tr>
<tr>
<td>Bridgman [21]</td>
<td>0.785</td>
<td>0.589</td>
<td>1.697</td>
<td></td>
<td></td>
<td>Transverse direction</td>
<td>Static</td>
</tr>
<tr>
<td>Guillet [74]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cited in Köster [75]</td>
<td>Static</td>
</tr>
<tr>
<td>Bridgman [69]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Static</td>
<td>Dynamic: resonance</td>
</tr>
<tr>
<td>Köster [75]</td>
<td>0.992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>200° C rolling temperature</td>
<td>Dynamic: resonance</td>
</tr>
<tr>
<td>Wegria et al. [41]</td>
<td>1.005</td>
<td>0.437</td>
<td>(0.478)</td>
<td>(2.090)</td>
<td>(0.150)</td>
<td>Room-temperature rolled</td>
<td>Dynamic: resonance</td>
</tr>
<tr>
<td></td>
<td>1.030</td>
<td>0.503</td>
<td>(0.360)</td>
<td>(2.774)</td>
<td>(0.024)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Average values: 0.97, 0.47, 0.60, 1.66, 0.26
Standard deviations: 0.14, 0.05, 0.03, 0.08, 0.05
Percentage uncertainties: 14, 10, 5, 5, 20

aging single-crystal data than by many measurements on polycrystals. One problem always encountered in measuring polycrystalline elastic constants is texture, non-random distribution of orientations of crystallites comprising the aggregate. Textures are an acute problem in zinc because it has high elastic anisotropy. Thus, the polycrystalline elastic constants of zinc are best estimated by the averaged single-crystal elastic constants shown in table 6. The H subscript indicates they were obtained by averaging the single-crystal data using the Hill [39] arithmetic method.

12. Temperature Dependence of the Polycrystalline Elastic Constants

Only one report [41] exists on the temperature dependence of the polycrystalline elastic constants of zinc; it is limited to the Young’s and shear moduli and to temperatures between room temperature and 575 K. To remedy this data scarcity, the single-crystal-elastic-constant/temperature data described above were converted to polycrystalline values. Peresada’s [40] averaging method was used because it is computationally simple, it avoids the

Table 5. Practical elastic constants $E$ = Young’s modulus, $G$ = shear modulus, $B$ = bulk modulus, $K$ = compressibility, $\nu$ = Poisson’s ratio obtained by averaging room-temperature single-crystal elastic data by several methods $E$, $G$, and $B$ have units of $10^{11}$ N/m²; $K$ has units of $10^{12}$ m⁵/N; $\nu$ is dimensionless. The Pecellni and Meister values are arithmetic averages of their two bounds.

<table>
<thead>
<tr>
<th>Averaging method</th>
<th>E</th>
<th>G</th>
<th>B</th>
<th>K</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voigt [36]</td>
<td>1.121</td>
<td>0.448</td>
<td>0.751</td>
<td>1.322</td>
<td>0.251</td>
</tr>
<tr>
<td>Pecellni, Meister [76]</td>
<td>1.026</td>
<td>0.410</td>
<td>0.686</td>
<td>1.459</td>
<td>0.251</td>
</tr>
<tr>
<td>Hill [39]</td>
<td>0.993</td>
<td>0.395</td>
<td>0.683</td>
<td>1.464</td>
<td>0.258</td>
</tr>
<tr>
<td>Peresada [40]</td>
<td>1.010</td>
<td>0.403</td>
<td>0.680</td>
<td>1.471</td>
<td>0.253</td>
</tr>
<tr>
<td>Reuss [77]</td>
<td>0.863</td>
<td>0.341</td>
<td>0.615</td>
<td>1.626</td>
<td>0.266</td>
</tr>
<tr>
<td>Average values</td>
<td>1.003</td>
<td>0.399</td>
<td>0.683</td>
<td>1.470</td>
<td>0.256</td>
</tr>
</tbody>
</table>

$C_{ij}$ or $S_{ij}$ averaging dilemma, and it gives reasonable results. In Peresada’s method, the bulk modulus is

Table 6. Practical elastic constants $E$ = Young’s modulus, $G$ = shear modulus, $B$ = bulk modulus, $K$ = compressibility and $\nu$ = Poisson’s ratio derived from single-crystal elastic data by Hill’s method. Units are $10^{11}$ N/m² for $E$, $G$, and $B$; $10^{-11}$ m⁵/N for $K$; and $\nu$ is dimensionless.

<table>
<thead>
<tr>
<th>Source</th>
<th>$E_H$</th>
<th>$G_H$</th>
<th>$B_H$</th>
<th>$K_H$</th>
<th>$\nu_H$</th>
<th>$G_V$</th>
<th>$G_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grünisen, Geiss [19]</td>
<td>0.977</td>
<td>0.395</td>
<td>0.617</td>
<td>1.620</td>
<td>0.236</td>
<td>0.411</td>
<td>0.349</td>
</tr>
<tr>
<td>Bridgman [18, 68]</td>
<td>1.018</td>
<td>0.411</td>
<td>0.649</td>
<td>1.542</td>
<td>0.239</td>
<td>0.463</td>
<td>0.358</td>
</tr>
<tr>
<td>Goens [19]</td>
<td>1.004</td>
<td>0.403</td>
<td>0.656</td>
<td>1.525</td>
<td>0.245</td>
<td>0.462</td>
<td>0.343</td>
</tr>
<tr>
<td>Hanson [20]</td>
<td>(1.092)</td>
<td>(0.435)</td>
<td>(0.752)</td>
<td>(1.330)</td>
<td>0.258</td>
<td>(0.503)</td>
<td>0.386</td>
</tr>
<tr>
<td>Hanson [20]</td>
<td>0.971</td>
<td>0.397</td>
<td>0.584</td>
<td>1.713</td>
<td>0.223</td>
<td>0.496</td>
<td>0.369</td>
</tr>
<tr>
<td>Tyndall [22]</td>
<td>(1.063)</td>
<td>(0.432)</td>
<td>0.658</td>
<td>1.521</td>
<td>0.231</td>
<td>0.496</td>
<td>0.367</td>
</tr>
<tr>
<td>Wert, Tyndall [24]</td>
<td>0.983</td>
<td>0.393</td>
<td>0.656</td>
<td>1.525</td>
<td>0.250</td>
<td>0.447</td>
<td>(0.339)</td>
</tr>
<tr>
<td>Aller, Neighbors [25]</td>
<td>0.996</td>
<td>0.396</td>
<td>0.683</td>
<td>1.464</td>
<td>0.257</td>
<td>0.448</td>
<td>0.343</td>
</tr>
<tr>
<td>Waterman [26]</td>
<td>1.005</td>
<td>0.405</td>
<td>0.645</td>
<td>1.551</td>
<td>0.240</td>
<td>0.451</td>
<td>0.359</td>
</tr>
<tr>
<td>Moseley [28]</td>
<td>0.965</td>
<td>0.406</td>
<td>(0.506)</td>
<td>(1.974)</td>
<td>(0.182)</td>
<td>0.455</td>
<td>0.360</td>
</tr>
<tr>
<td>Average values</td>
<td>0.590</td>
<td>0.401</td>
<td>0.644</td>
<td>1.558</td>
<td>0.242</td>
<td>0.462</td>
<td>0.357</td>
</tr>
<tr>
<td>Standard deviations</td>
<td>0.019</td>
<td>0.007</td>
<td>0.030</td>
<td>0.076</td>
<td>0.012</td>
<td>0.020</td>
<td>0.010</td>
</tr>
<tr>
<td>Percentage uncertainties</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

$B_P = (B_V B_R)^{1/2}$, \hspace{1cm} (42)

where $B_V$ and $B_R$ are the Voigt and Reuss bulk moduli described above. The shear modulus is given by equating the determinants of the $6 \times 6$ $C_{ij}$ matrices for the hexagonal and isotropic cases, and the result is

$$G_P = \left( \frac{C_{14}^2 (C_{11} - C_{12})^3 C}{24 B} \right)^{1/8}, \hspace{1cm} (43)$$

where

$$C = (C_{11} + C_{12}) C_{33} - 2C_{13}^2. \hspace{1cm} (44)$$

The Young’s modulus and Poisson’s ratio are then given by the usual isotropic-media relationships:

$$E = 9GB/(G + 3B), \hspace{1cm} (45)$$

and

$$\nu = E/(2G) - 1. \hspace{1cm} (46)$$

Calculation results for Young’s modulus, the shear modulus, and Poisson’s ratio are shown in figures 22–25. All three curves show regular behavior. Room-temperature values of the temperature derivatives are given in table 7.

13. Sound Velocities

Sound velocities are related intimately to the elastic constants. In fact, sound-velocity measurements provide a convenient and accurate method for determining the elastic constants. Both resonance and pulse techniques yield sound velocities, $v$, that are related to the elastic constants, $C$, by a general relationship

$$C = \rho v^2, \hspace{1cm} (47)$$

where $\rho$ is the mass density.
Two kinds of sound waves can be propagated in solids: longitudinal waves and transverse waves, where the particle displacements are parallel and perpendicular, respectively, to the propagation direction. The longitudinal-wave velocity in a quasi-isotropic material is

\[ v_l = \left( \frac{B + \frac{4}{3}G}{\rho} \right)^{1/2}, \quad (48) \]

and the transverse-wave velocity is

\[ v_t = \left( \frac{G}{\rho} \right)^{1/2}. \quad (49) \]

<table>
<thead>
<tr>
<th>Source</th>
<th>( E )</th>
<th>( C )</th>
<th>( B )</th>
<th>( r )</th>
<th>( K )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alera, Neighbors</td>
<td>-5.55</td>
<td>-5.96</td>
<td>-3.16</td>
<td>2.38</td>
<td>2.86</td>
</tr>
</tbody>
</table>

The mean velocity is given by a reciprocal-cube average

\[ v_{\text{mean}}^{-3} = \frac{1}{3} \left( v_l^{-3} + 2v_t^{-3} \right), \quad (50) \]

where there are two transversely polarized waves for each longitudinally polarized wave.
In a single crystal, waves are generally neither purely longitudinal nor purely transverse, but they are mixed modes that are either quasi-longitudinal or quasi-transverse. Wave velocities in single crystals are given by the three \( \rho \omega^2 \) roots of the Christoffel equation

\[
\det \left( C_{ijkl} x_i x_j x_k x_l - \rho \omega^2 \delta_{ij} \right) = 0,
\]

where \( C_{ijkl} \) is the fourth-rank elastic constant tensor, \( x_i \) are unit-wave-vector components relative to the crystal axes, and \( \delta_{ij} \) is the Kronecker delta. For each wave vector \( \mathbf{x} \), there are three distinct real roots \( \rho \omega^2 \) to eq (51). The mean velocity for the single crystal is then

\[
3v_{\text{ms}} = \sum_{n=1,2} \omega n d\Omega/4\pi,
\]

where the \( \omega n \)'s are roots of eq (51) and \( d\Omega \) is the solid-angle increment.

Sound velocities in zinc are shown versus temperature in figure 26. All three velocities are well behaved, decreasing smoothly with increasing temperature. Obviously, the mean velocity is determined mainly by the transverse velocity.

![Figure 26. Temperature dependencies of the longitudinal, transverse, and mean sound velocities computed from the averaged single-crystal data.](image)

14. Elastic Debye Temperature

The single parameter providing most information about the widest range of solid-state phenomena is the Debye temperature, \( \theta \), which can be determined by various methods, including: calorimetric, x-ray, electrical resistivity, and elastic. The calorimetric method, which measures specific heat versus temperature at low temperatures and fits the data to a \( (T/\theta)^3 \) curve, is the most familiar. At zero temperature, the elastic and the calorimetric Debye temperatures are identical. However, the elastic method for determining \( \theta \) has several advantages: the experiment is simpler; results are less inaccurate (0.1 percent inaccuracies in wave velocities are achievable); the elastic Debye temperature has a much smaller temperature dependence, especially at low temperatures; the elastic method is more direct; and there are no non-lattice contributions.

The elastic Debye temperature is proportional to the mean elastic wave velocity:

\[
\theta = K v_{\text{ms}},
\]

where

\[
K = \frac{h}{k} \left( \frac{3}{4\pi V_a} \right)^{1/3},
\]

where \( h \) is Planck's constant, \( k \) is Boltzmann's constant, and \( V_a \) is the atomic volume. The mean acoustic-wave velocity is given by eq (50).

The reported Debye temperatures of zinc are given in Table 8. Only elastic and calorimetric values are included because they are more reliable. The data spread is surprisingly wide. Clearly many of these values, both calorimetric and elastic, are incorrect because of the high anisotropy of zinc. In the elastic case, high anisotropy means that the usual approximational methods for reducing the \( C_{ij} \)'s to \( \theta \) are insufficient and that more exact computational procedures are required. The heat capacity of a highly anisotropic material is also difficult to analyze; it may contain a \( T^3 \) term as well as linear and cubic terms. Garland and Silverman [42] discussed this problem, and they concluded that the best calorimetric \( \theta \) value is 322 K and the best elastic \( \theta \) value is 328 K. Because the two values must be identical, because the elastic value is considered more accurate, and because the elastic value has been determined carefully by both Alers and Neighbors [25] and Garland and Dalven [27], the value recommended here is \( \theta = 328 \) K.

The Debye-theta temperature dependence is shown in figure 27. It was computed from Alers and Neighbors' [25] \( C_{ij} \)'s using Peresada's [40] averaging method. Because Peresada's method is only approximate, the calcu-

![Figure 27. Temperature dependence of the elastic Debye temperature computed from averaged single-crystal data and fitted to the recommended zero-temperature value from table 8.](image)
lated curve was fitted to $\theta = 328$ K at $T = 0$ K. The temperature dependence calculated by Peresada's method should be quite reliable even though the absolute values differ slightly from exact-calculation results.

### Table 8. Debye temperature, $\theta$, of zinc in kelvins

<table>
<thead>
<tr>
<th>Source</th>
<th>$\theta$</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grüneisen, Coons [78]</td>
<td>305</td>
<td>Average elastic-wave velocities</td>
</tr>
<tr>
<td>Clausius, Harteeck [79]</td>
<td>205</td>
<td>Heat capacity</td>
</tr>
<tr>
<td>Keesom, Ende [80]</td>
<td>321</td>
<td>Heat capacity, recalculated by Keesom and Pearlman [87]</td>
</tr>
<tr>
<td>Keesom, Haantjes [81]</td>
<td>235</td>
<td>Heat capacity, reported in Holm [98]</td>
</tr>
<tr>
<td>Silvidi, Daunt [82]</td>
<td>291</td>
<td>Heat capacity, powders and bulk</td>
</tr>
<tr>
<td>Post [83]</td>
<td>231.1</td>
<td>Analysis of Grüneisen, Goens [78] room-temperature data</td>
</tr>
<tr>
<td>Blackman, Blackman [84]</td>
<td>305</td>
<td>Numerical integration, after Grüneisen</td>
</tr>
<tr>
<td>Blackman [84]</td>
<td>301</td>
<td>Hopf-Lechner-type calculation, after Honnefelder</td>
</tr>
<tr>
<td>Smith [85]</td>
<td>306</td>
<td>Heat capacity</td>
</tr>
<tr>
<td>Betts, Bhatia, Horton [86]</td>
<td>303.5</td>
<td>Polynomial expansion of Grüneisen, Goens room-temperature data</td>
</tr>
<tr>
<td>Keesom, Pearlman [87]</td>
<td>308</td>
<td>Recommended value in a review paper</td>
</tr>
<tr>
<td>Alers, Neighbors [88]</td>
<td>320</td>
<td>Graphical integration</td>
</tr>
<tr>
<td>Alers, Neighbors [88]</td>
<td>327.1</td>
<td>Series-expansion method of Betts et al. [86]</td>
</tr>
<tr>
<td>Garland, Dalven [27]</td>
<td>327</td>
<td>Numerical integration</td>
</tr>
<tr>
<td>Seidel, Keesom [89]</td>
<td>309</td>
<td>Heat capacity</td>
</tr>
<tr>
<td>Zavartskii [90]</td>
<td>340</td>
<td>Temperature-wave method</td>
</tr>
<tr>
<td>Srinivasan [92]</td>
<td>319</td>
<td>Heat capacity</td>
</tr>
<tr>
<td>Garland, Silverman [42]</td>
<td>322</td>
<td>Analysis of existing heat-capacity data</td>
</tr>
<tr>
<td>Zimmerman, Crane [93]</td>
<td>336</td>
<td>Heat capacity, single crystal and polycrystall</td>
</tr>
<tr>
<td>Anderson [94, 95]</td>
<td>328.3</td>
<td>Numerical integration of Alves, Neighbors [94] data</td>
</tr>
<tr>
<td>Reddy [96]</td>
<td>222</td>
<td>Numerical integration of Boas [99] method for average wave velocities</td>
</tr>
<tr>
<td>Recommended value</td>
<td>328</td>
<td></td>
</tr>
</tbody>
</table>

### Table 9. Third-order single-crystal elastic-stiffness coefficients in units of $10^{11}$ N/m²

<table>
<thead>
<tr>
<th>Source</th>
<th>$C_{111}$</th>
<th>$C_{112}$</th>
<th>$C_{113}$</th>
<th>$C_{122}$</th>
<th>$C_{123}$</th>
<th>$C_{133}$</th>
<th>$C_{222}$</th>
<th>$C_{333}$</th>
<th>$C_{244}$</th>
<th>$C_{444}$</th>
<th>$C_{155}$</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swartz, Elbaum [29]</td>
<td>−17.6</td>
<td>−4.4</td>
<td>−2.7</td>
<td>−2.1</td>
<td>−3.5</td>
<td>−4.4</td>
<td>−7.2</td>
<td>−24.1</td>
<td>−0.1</td>
<td>+2.5</td>
<td>−11.1</td>
<td>Experimental</td>
</tr>
<tr>
<td>Srinivasan, Ramji Rao [44]</td>
<td>−21.9</td>
<td>−6.5</td>
<td>−5.3</td>
<td>0.1</td>
<td>−7.8</td>
<td>−7.8</td>
<td>−25.9</td>
<td>−24.4</td>
<td>−1.1</td>
<td>−4.9</td>
<td>−11.1</td>
<td>Theoretical, based on $C_{44}$'s and dispersion relations</td>
</tr>
</tbody>
</table>

16. Pressure Derivatives

The five hydrostatic pressure derivatives of the elastic constants of hexagonal crystals are related to the ten third-order elastic constants, and they are often determined separately because a hydrostatic experiment is simpler than a uniaxial-stress experiment. Since third-order elastic constants are related to the third derivative of the interatomic potential with respect to strain, pressure derivatives can give further information concerning the interatomic potential. Also, they have practical applications in high-pressure applications where precisely known elastic constants are important.

Reported hydrostatic pressure derivatives of the elastic constants of zinc are given in table 10. Agreement between experimental and theoretical results is quite impressive.
considering the generally anomalous elastic behavior of zinc. Any lattice model of zinc should be able to predict these results before it can be considered seriously for general applications. To date, no studies on the temperature dependencies of the pressure derivatives have been reported.

17. Theoretical Studies

A priori predictions of the elastic constants of zinc have proven quite poor. Reasons for this failure of theory include: a relatively complicated crystal structure; two ions per unit cell introduce internal-strain possibilities; a non-ideal c/a ratio; a relatively high atomic number; and d-band/conduction-band hybridization. Accounting for these factors makes calculations more difficult and extends usual models beyond their useful limits.

Nevertheless, it is valuable to review the calculations and their implications because an intimate, often synergistic, relationship exists between theory and experiment in solid-state elasticity. First, central-force calculations are reviewed; then more sophisticated models, such as the pseudopotential, are considered briefly.

Expressions for the elastic constants of a hexagonal lattice bound by central forces were given by Hayes [45], extending the approach of Born [34] for cubic lattices. These expressions can be used to calculate the C_{ij}'s from any central-force interatomic potential—Lennard-Jones, Mie-Grüneisen, Born-Mayer, Morse, Rydberg, Coulomb, etc. But these expressions apply only to lattices with ideal c/a ratios.

<table>
<thead>
<tr>
<th>Source</th>
<th>C_{11}</th>
<th>C_{12}</th>
<th>C_{13}</th>
<th>C_{14}</th>
<th>C_{44}</th>
<th>C_{45}</th>
<th>C_{15}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swartz, Elbaum</td>
<td>7.52</td>
<td>7.32</td>
<td>4.02</td>
<td>1.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Srinivasan,</td>
<td>7.70</td>
<td>6.50</td>
<td>3.94</td>
<td>2.10</td>
<td>3.51</td>
<td>4.72</td>
<td></td>
</tr>
<tr>
<td>Ramji Rao [44]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A rather complete central-force calculation of the elastic constants of zinc was reported by Rose and Ramsey [46]. From both Morse and Rydberg potential functions, they calculated second-order and third-order elastic constants. The calculation was successful for magnesium, which has a nearly ideal c/a ratio, but it failed for zinc. In fact, a negative value of C_{44} was predicted. Based on the Born and Huang [47] stability criteria, C_{44} is always positive in a mechanically stable lattice.

Assuming a screened-Coulomb potential function, Czachor and Pindor [48] calculated the second-order elastic constants of zinc. This model also gives a negative C_{44}. The authors concluded that "ion-ion interactions of the proposed type either do not appear or play a rather unimportant role." An alternative view is that this model is simply incomplete.

Some useful expressions for contributions to first-order, second-order, and third-order elastic constants were derived by Cousins [49] for hexagonal metals with arbitrary axial ratios.

Expressions for hexagonal elastic constants that include both non-ideal c/a ratios and non-central, arbitrary volume-dependent energies were given by Johnson [50]; his example potentials were limited to central forces.

Bulk moduli of simple metals were discussed by Jones [51] in terms of three energies: ionic-repulsion, electrostatic, and Fermi. Because of the large ratio of the atomic sphere diameter to the ionic sphere diameter in zinc, the ionic-repulsion-energy contribution to the elastic constants is expected to be relatively small. If the electrostatic term is also small, and Jones justifies this, then the bulk modulus is determined by the Fermi energy alone. Jones showed that the Fermi-energy contribution to the bulk modulus is

\[
B_t = \frac{1}{9} \frac{r^2}{V_o} \left( \frac{\partial^2 E}{\partial r^2} \right)_{r=r_0},
\]

where \( V_o \) is the atomic volume, \( E_t \) is the Fermi energy, and \( r \) is the interatomic distance. For zinc, \( B_t = 8.08 \times 10^{11} \) N/m², which exceeds the observed value of 6.06. Jones interpreted this to mean that \( E_o \), the energy of the lowest state in the conduction band, contributes to the bulk modulus of zinc and that it has a minimum at \( r \) sufficiently less than \( r_o \) so that \( (\partial^2 E/\partial r^2)_{r=r_0} \) is negative.

The first model-pseudopotential calculation of the elastic constants of zinc was reported by Cousins [52], who considered the three shear constants C_{14}, \( \frac{1}{2}(C_{11} - C_{12}) \), and \( \frac{1}{6}(-C_{11} + C_{12} + 2C_{23} - 4C_{13}) \). Cousins' results were very poor, but he believed they could be improved by modifying the energy-wavenumber relationship. Cousins did not find a negative C_{14}, but one far too small. Thus, theoretical calculations of the elastic constants of zinc have failed.

Successful lattice dynamics calculations were done for both beryllium (c/a = 1.57) and magnesium (c/a = 1.63) by King and Cutler [53,54]. However, no similar calculations have been reported for hexagonal metals where c/a exceeds ideal. Their calculations are of the first-principles pseudopotential type where the input information consists of: free-ion eigenfunctions and eigenenergies; unit-cell dimensions; atomic number; and valence.

No theoretical values of the elastic constants of zinc are reported in this review because they are too uncertain relative to the experimental values. Considerable theoretical study is in progress, and significant results may emerge soon. In particular, one anticipates that pseudopotential calculations for zinc have not yet matured. In other systems, these calculations have proven useful in elucidating various problems relevant to zinc, including: relative phase stability, axial ratio, defect properties, alloying effects, pressure-volume relationships, lattice dynamics, thermodynamic properties, and elastic constants.
18. Miscellaneous Topics

Many studies have been reported that relate closely to the elastic properties of zinc. These studies are of two types: those that contribute further understanding of elastic properties and those that use the elastic constants to deduce non-elastic properties.

In lattice dynamics, the elastic constants are related to the dispersion-curve slopes at infinite wavelength. Several theoretical lattice-dynamics studies on zinc have been reported [44, 55–60]. And some experimental lattice-dynamics studies on zinc have been reported [61–62].

The plastic properties of zinc, such as resistance to plastic deformation, fracture strength, and malleability, were related to the elastic properties by Pugh [63].

The elastic-constant combinations of zinc that are relevant to X-ray diffraction studies have been derived by Evenschor and co-workers [64–65].

Elastic-anisotropy effects on dislocation properties in zinc have been considered by Fisher and Alfred [66].

The problems of root-mean-square atomic displacements and X-ray Debye temperatures in zinc were considered by Skelton and Katz [67].

19. Conclusions and Recommendations for Further Studies

In the single-crystal elastic-constant case:

(1) Room-temperature values are well defined experimentally. Further studies here should focus on \( S_{12}, C_{12}, \) and \( C_{13}. \)

(2) Based on the careful studies of Alers and Neighbors [25] and Garland and Dalven [27], low-temperature values are also well defined experimentally.

(3) A third high-temperature experiment would be useful to resolve some discrepancies between the Alers and Neighbors [25] study and the Wert and Tyndall [24] study. Whether \( 2S_{12} + S_{1} \) has a maximum or increases continuously with temperature is uncertain.

(4) Also, it would be valuable to verify the abrupt decrease in \( S_{12} \) near the melting point since changes of elastic constants near phase transitions are important from the viewpoints of lattice instabilities and soft vibrational modes. Elastic-constant measurements very close to the melting point might elucidate the problem of the bonding of zinc.

(5) Third-order elastic constants are reasonably well defined, but it would be interesting to know their temperature dependences so that zero-temperature values would be available as checks on theoretical models of the elastic constants of zinc.

(6) The theoretical situation for zinc is dismally. Better theoretical models are required for predicting and correlating the elastic properties. Improved pseudopotential calculations seem appropriate here.

(7) Despite the poor theoretical situation, experimental studies on zinc-alloy single crystals are appropriate.

(8) Effects of well-defined plastic deformations on the elastic constants of zinc would be very interesting. Dislocation behavior in zinc seems to be relatively well understood; thus, effects of dislocations on the elastic constants could be assessed.

In the polycrystalline elastic-constant case:

(9) The problem of the polycrystalline elastic constants of zinc is ripe for experimental study, particularly at low temperatures. For example, not one ultrasonic-pulse experiment on polycrystalline zinc has been reported. Resonance experiments are less effective here because they measure only \( E \) and \( G \) accurately and both \( B \) and \( \nu \) are also of considerable interest.

(10) Effects of alloying and mechanical deformation have not been studied to any extent.

(11) The problem of averaging—converting single-crystal elastic constants to polycrystalline elastic constants—should be pursued vigorously for hexagonal metals.

(12) As shown by the data in table 8, the Debye-temperature problem needs a careful review, comparing calorimetric and elastic data and distinguishing carefully the many numerical methods in the elastic case.
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