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We have critically compiled the atomic transition probabilities of Ar II lines by 
combining recent high-accuracy lifetime data with branching-ratio emission mea­
surements. We present several comparisons of the various literature data, including 
theoretical results, and we discuss our assessment procedure in detail. On the basis 
of this procedure, we present an extensive list of critically evaluated transition prob­
abilities with uncertainty estimates. 

Key words: argon; atomic transition probabilities; critically evaluated data: energy level data; wavelength 
data. 
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1. Introduction 

Argon plasmas are widely used for fundamental 
plasma spectroscopy studies as well as for numerous ap­
plications involving technical plasmas, such as gas lasers 
and spectrochemical investigations with inductively cou­
pled plasmas (lCPs). Thus the requisite spectroscopic 
data for Ar I and II-principally atomic transition proba­
bilities and lifetimes of various energy levels - have been 
the subject of numerous investigations. Nevertheless, ap-
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preciable discrepancies have remained in the published 
data. 

For Ar II, an opportunity has opened up to assemble an 
accurate set of transition probability data on the basis of 
recent high-accuracy lifetime data and of comprehensive 
good-quality branching ratio measurements, as well as a 
new advanced atomic structure calculation. We have crit­
ically evaluated these data, intercompared them and 
compiled a comprehensive table, also including reliable 
older data. We present this assembled table of absolute 
transition probability data with a critical discussion in this 
paper. 

We should note that for Ar I, consistency of most emis­
sion data has been also recently achieved through a crit­
ical re-analysis of the data and by utilizing newly available 
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atomic lifetime data. Thus, a unified set of Ar I transition 
probabilities incorporating these advances has been pro­
posed, too. 1 

2. Scope 

The first extensive compilation of atomic transition 
probabilities for Ar II lines was undertaken by Wiese 
et al.2 in 1969, who tabulated 240 transitions of the fol­
lowing transition arrays: 

3s23p s - 3s3p 6 

3p s - 3p44s 
3p43d - 3p44p 

3p44s - 3p44p 
3p44p - 3p44d 
3p44p - 3p45s 

For the large majority of lines the uncertainties of these 
data were estimated to be typically in the range from 
±25% to ±50%. For the important 3d -4p and 4s -4p 
arrays, which give rise to many prominent lines in the vis­
ible and near UV spectrum, the uncertainties for the 
strunger lines wert~ estimated tu be nurmally within 
±25%. 

Because of these relatively large uncertainties associ­
ated even with the prominent Hnes, and hecause of the 
increasing demand for more accurate data expressed by 
scientific and technical users, numerous new attempts to 
obtain improved data have been made since that time. 
Most of this work concerns the lines of the 3d - 4p and 
4s - 4p transition arrays. This critical compilation there­
fore primarily addresses these two arrays, but also part of 
the 4p -4d array. 

For the wavelength and energy level data we have uti­
lized the comprehensive measurements and analysis of 
Norlen,3 which is entirely based on interferometric mea­
surements, as well as the tables of Striganov and 
Odintsova.4 

3. Data Assessment Procedure 

Since 1970, the work on Ar II transition probability 
data has been carried out via three approaches: 

(i) lifetime measurements; 
(ii) emission measurements, especially branching 

ratio determinations; and, 
(iii) quantum-mechanical calculations. 

The central task in the critical cumpilatiun uf literature 
data is the assessment of their quality and accuracy, since 
this determines the choice of the selected material. In or­
der to accomplish this task in a consistent and objective 
manner, we have judged each paper by the following 
criteria, established in earlier critical tabulations2

: 

(1) a general evaluation of the capabilities and reli­
ability of the applied experimental or theoretical 
method; 

(2) the author's consideration of the major critical 
factors of his approach (see below) that enter 
into the results; 
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(3) the degree of agreement and general consistency 
between the author's results and other reliable 
data; 

(4) the degree of fit of the data into established sys­
tematic trends and, if deviations exist, the rea­
sons for such disagreements; and, 

(5) the author's estimate of his uncertainties. 

Very important are the "critical factors" mentioned in 
criterion (2). These factors concern the key problem 
areas in every approach and need to be taken care of in 
order to get accurate results. (Problem areas deemed of 
minor importance are not included.) 

A. For lifetime experiments they are: 
1. Electron cascading from higher atomic levels; 
2. radiation trapping (self-absorption); 
3. collisional depopulation and repopulation; 

and, 
4.' insufficient spectral resolution causing line 

blending. 
B. For emission experiments the critical factors are: 

B.1. For "branching ratio" emission experi­
ments: 
a. self-absorption; 
b. inadequate radiometric calibration pro­
cedures. 

B.2. For relative or absolute transition probabil­
ity measurements in emission, additional 
critical factors are: 
c. line wing intensity and background inten­

sity contributions; 
d. existence of partial or complete local 

thermodynamic equilibrium (L TE); 
e. inhomogeneities and boundary layers; 

and, 
f. inherent uncertainties in plasma diagnos­

tic methods. 
C. For quantum mechanical calculations, the fol­

lowing critical factors need to be taken into ac­
count: 
a. Electron correlation effects; 
b. severe cancellation in the transition integral; 

and, 
c. applicability of the adopted coupling scheme. 

We have checked all papers for these critical factors 
and utilized fur the final analysis those papers where all 
critical factors applicable to the particular type of investi­
gation were adequately taken into account. Results of 
work in which these factors were only partially fulfilled, 
or not discussed, were either rejected for this analysis or, 
if no other data exist, were evaluated with great caution. 

With respect to error estimates, we should note that 
the theoretically derived data carry no error estimates, 
since no reliable assessment of the uncertainties intro­
duced by the various approximations into the calculations 
is possible. For experimental data - where error 
estimates may be readily made - we noticed that the un-
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certainty statements sometimes are imprecise or incom­
plete, insofar as only statistical measurement errors have 
been listed without any estimate for systematic errors. It 
is therefore no surprise that numerous experimental re­
sults do not overlap within their mutual error estimates. 

4. Transition Probability Data 
and Evaluation 

4.1. Lifetime Measurements 

As stated above, four critical factors must be consid­
ered in all lifetime experiments2 which are: 

(a) cascading; 
(b) radiation trapping; 
( c) collisional effects; and, 
(d) insufficient spectral resolution. 

The effects of radiation trapping and collision de­
population of an atomic level (factors (b) and (c» are 
usually investigated and taken care of by varying the pres­
sure in the observation chamber and thus the concentra­
tion of the species that is studied. If a systematic variation 
of the lifetime with pressure is seen, the pressure is re­
duced until no further variation in the lifetime is ob­
selVed. Alternatively, if this point cannot be reached, 
extrapolation to zero pressure is undertaken. Factor (d), 
the possibility of insufficient spectral resolution, which 
causes lines to overlap, is normally taken care of by utiliz­
ing spectrometers with adequate resolving power. 

This leaves the factor (a), i.e., electron cascading from 
higher excited atomic levels, which has been difficult to 
treat in some lifetime measurement techniques. This re­
population of the level to be studied has the effect of 
making th~ lif~thll~ aIJIJ~ar tu 1.J~ lUHg~r thall it al,;tually is. 
The selective excitation of specific atomic levels was 
probably first achieved in the early 1960s when atoms and 
ions were excited hy electron he:lms of threshol0 energy 
so that no higher energy atomic states could be excited. 
Among the lifetime experiments available for Ar II, the 
work of Bennett et al.s and Garcia and Campos6.7 falls 
into this category. In the mid-70's another cascade-free 
approach was applied to Ar II in the work of Camhy-Val 
et al.s and Mohamed et al.9 These groups of authors ob­
served coincidence signals from two successive radiative 
cascades. Their technique thus discriminates against all 
other radiative decays by registering only those events 
which occur ,through this two-cascade chain. The lifetime 
of the second of the two cascades may then be deter­
mined by this method. Also, when it was realized in the 
70's that nonselective excitation in such techniques as 
beam foil spectroscopy and electron beam excitation at 
high energies had sometimes led to appreciable system­
atic errors, a new technique was devised to eliminate this 
error source. While curve fitting based on multi-exponen­
tial decays does not produce accurate results,lO the tech­
nique utilizing "Arbitrarily Normalized Direct Cascades" 
(ANDC)l1 has been very successful. But, as the name im-

plies, it requires the measurement of principal direct cas­
cade levels. More recently, there has been the advent of 
tunable laser excitation,12-15 where a pulsed laser is tuned 
to the transition of interest, thereby producing selective 
excitation and cascade-free radiative decay, sometimes 
referred to as laser induced fluorescence (LIF). 

As usual, many transitions and levels of interest in Ar II 
are not directly connected to the ground state. In order to 
generate sufficient populations of these higher Ar II 
states, argon is excited in a strong discharge plasma so 
that singly charged ions are produced and a significant 
fraction of the ions are in these excited atomic levels. 
Laser pulses tuned to specific transition frequencies pro­
duce further selective excitations into higher levels from 
which the spontaneous decay is observed. 

On the basis of the above discussion, one may thus 
group all lifetime experiments on Ar II into three dis­
tinctly different categories: 

(a) experiments in which no radiative cascades oc­
cur, because the excitation is selective; 

(b) experiments that contain cascade effects, which 
are however subsequently accounted for by an 
adequate correction technique. For example, this 
might be beam foil measurements with the 
AN DC technique or electron beam excitation ex­
periments in which the eJectron energies are 
varied over an energy range that includes the 
threshold energy; 

(c) experiments which are clearly nonselective in ex­
citation and where the results have not been ad­
equately corrected for radiative cascading. 

The results of various lifetime experiments6.9.13.14,l6-26 
from these three different categories clearly exhibit ap­
pr~da1JI~ difft:rt:nl,;~s, as seen in Fig. 1 for the 4p "poS!2 

level. (For completeness, Fig. 1 also contains the results 
of various theoretical approaches,27-34 of which the work 
of Hibbert and Hansen,34 shown by an open circle, is the 
most advanced.) Category (a) lifetime experiments, i.e., 
the two LIF experiments and a correlated photon exper­
iment as well as an ANDC-corrected beam foil measure­
ment, clearly show the least scatter (these are the data 
given as full circles). On the other hand, category (c) ex­
periments, i.e., the other beam-foil experiments, the 
Ilanlc-effect measurement, the beam-gas and the de­
layed coincidence experiments, exhibit the largest scatter. 
In particular, the beam-foil experiments have a tendency 
to produce relatively long lifetimes as predicted. It should 
be noted again that the error estimates, given in Fig. 1 by 
the error brackets, are often too optimistic or might be 
incomplete, as seen by the numerous cases of non-over­
lapping results. 

Since there are usually several results available for the 
transitions of interest, we have normally selected experi­
ments of category (a) only. But for a few levels where no 
category (a) result was available, we utilized a category 
(b) experiment. In the following, only these experiments 
will be briefly discussed: 
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FIG. 1. Results of lifetime experiments and calculations for the 4p 4poS/2 level. Full circles indicate experiments of highest quality, and the open 
circle an advanced calculation. Experiments are grouped according to techniques listed at the bottom. Reference numbers are shown on 
the x-axis. The uncertainties in the beam-laser (LIF) work by Schmoranzer et al. 13 are so small (about ± 1 %) that they are not indicated. 

Beam-Laser Experiments: 
Three experiments have been reported since 1985 by 

Ward et al.;2 Schmoranzer et al Y and Marger and 
Schmoranzer .15 Fast mono isotopic ion beams have been 
generated at voltages of 30 keVtl and 162 keV/3,tS respec­
tively. The ion beams were crossed perpendicularly with 
a mechanically chopped cw dye-laser which was tuned to 
the transition of interest. The spatial decay of the excited 
argon ions downstream from the beam-laser interaction 
region was recorded by means of a detector system that 
was accurately moved along the ion beam direction. With 
the precisely measured velocity of the fast ion beam, the 
length scale was converted to an accurate, highly resolved 
time scale,-as in beam foil experiments. An additional 
fIxed detector system was applied as a monitor that nor­
malized the magnitude of the detection signal. Radiation 
trapping effects were avoided by the very low density of 
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the ion beam. Collisional quenching effects due to colli­
sions with the residual gas were taken into account by 
measuring the effective lifetime at several gas pressures 
and extrapolating the decay rate to zero pressure. The in­
fluence of Zeeman quantum beats was eliminated with 
Helmholtz coils that compensate for the earth's magnetic 
field, and observations of the fluorescence photons were 
performed at the magic angle position of 54.7°. It should 
be noted that the latter effects and corrections were only 
discussed in the work by Schmoranzer and colleagues,13,15 
where further details and references are given. 

Laser-excitation experiment: 
In this type of experiment,14 as in the above mentioned 

beam laser experiments, a tunable laser is used for selec­
tive excitation. However, in this case no fast ion beam is 
employed; the argon ions are generated in a pulsed dis-
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charge, and individual time intervals for the re-emitted 
fluorescence radiation ( delayed coincidences) are 
recorded and their statistical distribution is analyzed. The 
time resolution is typically not as high as in the beam 
laser technique with fast ion beams, and the accuracy is 
thus a bit less. Similar to the experiments above, tests 
have been made for the influence of radiation trapping 
and collisional quenching. 

Electron beam threshold-energy excitation: 
In 1964 Bennett et al.5 measured the lifetimes of sev­

eral Ar II levels by the delayed coincidence technique, 
employing a pulsed beam of threshold-energy electrons. 
Except for the different means of excitation, their tech­
nique is the same as for the above discussed lifetime work 
of Schade et al. 14 In order to test for possible collisional 
and radiation trapping effects, they varied the pressure in 
the discharge cell by a factor of 200, but did not observe 
any change in the lifetime. However, for some Ar+ lines 
they reported line blending effects with neighboring neu­
tral argon lines. They could separate the contributions of 
these lines due to the fact that their decay is much slower. 
Electron excitation close to threshold energies was also 
used by Garcia and Campos.6,7 

4.1.8. Summary of Lifetime Results 

In Table 1 we present the selected lifetimes ordered 
according to atomic level. A critical data assessment ac­
cording to the criteria discussed earlier shows that the re­
sults of Schmoranzer et al., 13 and Marger and 
Schmoranzer15 are the most accurate ones, followed by an 
almost as accurate experiment by Ward et al. 12 When the 
results overlap, the agreement is very close. Also, the 
agreement is similarly good with the "cascade-free" mea­
surements by Schade et al. 14 and Coetzer et al.,21 consid­
ering that their results are estimated to be of somewhat 
larger uncertainty. (We should note that we generally ap­
ply two-standard deviations for the measurement errors 
(95% confidence limit), while some authors use one-stan­
dard deviations.) Other "cascade-free" lifetime results 
are available from the correlated-photon measurements 
of Camhy-Val et al.s and Mohamed et al.9 Some of these 
data were obtained at relatively high pressures and are 
therefore subjel::t tu l::ullisiunal effects, whkh were taken 
into account by extrapolation to zero pressure. We did 
not utilize these data because the lifetimes have been 
measured with higher accuracy by other authors cited 
above and because the pressure-extrapolation introduces 
additional uncertainties. However, we note that the 
agreement with Schmoranzer's work 13,15 is usually within 
5%, with the exception of the 4D07/2 level, where the re­
sults disagree by 37%. We have, therefore, utilized all of 
the data by Schmoranzer and his colleagues,13,15 and have 
applied the data of Bennett et al.5 and Garcia and Cam­
pOS6,7 for the remaining 4p levels. (No data from Refs. 12, 
14, or 21 were available for these.) When the measure­
ments of Garcia and Campos6,7 are compared with those 

of Schmoranzer and colleagues,13,15 one finds differences 
from -5% to + 15% (Garcia and Campos' results are 
mostly higher). An analogous comparison of the results 
of Bennett et al.5 and Schmoranzer's group yields differ­
ences from - 5% to + 7%. For this reason and from an 
analysis of their techniques we attribute to the Bennett 
et al.5 and the Garcia and Campos6,7 data uncertainties of 
± 10% or smaller, which is somewhat larger than their 
own estimates. 

The data of Garcia and Campos6,7 are very extensive 
and we utilized their results also for the 4d levels eD, 4F). 
However, the knowledge of lifetimes of 4d levels is much 
less satisfactory than for the 4p levels. No high-precision 
measurement of lifetimes for these levels exists. Further­
more. no lifetimes are measured for the doublet levels 
4d 2p and 2D; and the lifetimes of 4d 2F and 4p are espe-
cially uncertain. This situation is shown in Fig. 2. The re­
sults appear to be separated into two distinct groups 
which differ for some levels by as much as 50%. The data 
by Blagoev,35 Zhechev,36 and Coetzer et al.,37 which have 
yielded the long lifetimes, have been obtained with tech­
niques prone to cascading effects. Corrections have been 
carried out by multi-exponential fitting techniques, which 
are known to be inadequate. However, another similar 
experiment by Pinnington et al.38 with the same correc­
tion technique has provided much shorter lifetimes. 
These are close to the measurements by Garcia and Cam­
pOS7 which are the only ones in which cascading contribu­
tions are minimized by electron excitation close to 
threshold energies. 

Owing to the lack of other data for the 4d 4p level, we 
used the results of an experiment with nonselective elec­
tron beam excitation,35 and assigned it an uncertainty of 
30%. As noted before, such experiments have a tendency 
to produce longer lifetimes and thus smaller A-values. 
, For deriving additional data from Table 1, we make the 
assumption that the lifetimes among fine structure levels 
are identical and thus apply the same results to those fine 
structure levels for which no measurements have been 
performed. However, the dependence of lifetimes on fine 
structure is firmly established only in the cases of the 
4p 4D levels. Marger and Schmoranzer15 found identical 
results for these levels for different j -values, except for 
the 4D05/2 level, which according to a theoretical analysis 
by Hibbert and Hansen33 is due to the special circum­
stance that this level contains a partial admixture of the 
2Do 5/2 term. 

4.2. Emission Experiments 

. Three types of emission experiments have been applied 
to the study of Ar II lines: (i) Measurements of "branch­
ing ratios" with hollow cathode discharges, i.e. determi­
nations of relative intensities for groups of lines 
originating from a common upper level; (ii) measure­
ments of relative intensities for lines from different upper 
levels, which are related through population ratios 
obtained from equilibrium relations, and (iii) measure-

J. Phys. Chern. Ref. Data, Vol. 21, No.5, 1992 
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TABLE 1. Selected lifetime data for Ar II levels 

Atomic Lifetime Estimated 
level (ns) accuracy 

4p 2s0112 8.7 10% 
2p<'112 8.5 10% 
2p<'312 

200
S12 9.52 1% 

4s0
312 7.5 10% 

4p<'SI2 7.36 1% 
400S12 7.54 1% 
4D0712 6.92 1% 

4d 2p 

2D 

2F7/2 3.4 10% 
4PS12 3.9 30% 
4D"ll 3.2 10% 
40512 
407/2 

4Fs/2 3.3 10% 
4F71Z 

4F912 

4p' 2Pi/2 5.55 10% 
2~12 
205/2 8.0 10% 
2Ps/2 8.52 1% 
2~12 8.41 1% 

4p" 2~12 11.0 10% 

ments of absolute transition probabilities with wall­
stabilized arcs, when local thermodynamic equilibrium 
(L TE) conditions prevail in these sources. 

Hollow cathode discharges are well suited for the de­
termination of branching ratios: the spectrum of ionized 
species is more readily excited than with a thermal 
source; because of the low source densities, spectral lines 
have narrow widths, and possibilities for the blending of 
lines or misidentifications are greatly reduced; profiles 
are of the Gaussian type without extended wings (thus, 
line wing corrections are not necessary for the line ratio 
measurements); self-absorption is unlikely for the low 
densities and can be readily checked and controlled by 
varying the Ar II excited state density or length of the 
emitting layer. 

All critical factors are satisfied in the experiments of 
Luedtke and Helbig,39 Hashiguchi and Hasikuni,40 and 
Garcia and Campos.6,7 In some of this work, radiometric 
calibration was carried out by using two standards; reduc­
tion of the noise was achieved by multiple scanning; pro­
file fittings to standard line shape functions were 
undertaken; self-absorption was checked by varying the 
emitting plasma layer or the strength of the discharge 
current; and uncertainties were assessed carefully in each 
experiment. 

The experiment by Luedtke and Helbit9 has the 
highest wavelength resolution and covers all branches 
from the 4p 4p and 4D levels. Hashiguchi and Hasikuni40 
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References 
utilized Comments 

5,6 Same lifetime has been applied to j = 3/2 level 
5,6 Also applied to j = 3/2 level 

15 Also applied to j = 3/2 level 
6 Also applied to j = 1/2, 3/2 levels 
13 
13 
13 

38 Also applied to j = 5/2 level 
35 Also applied to j = 1/2, 3/2 levels 
7,38 Also applied to j - 1/2 level 

7,38 Also applied to j = 3/2 level 

6,7 

6 Also applied to j = 3/2 level 
15 
15 

6 

have measured numerous other branches; however, many 
of their sets from specific upper levels are incomplete. 
Complete sets of emission branches from several levels 
were determined by Garcia and Campos.6,7 

Other observations with hollow cathode discharges by 
Adams and Whaling41 and Danzmann and Kock42 were 
performed utilizing a Fourier transform spectrometer 
which enables the simultaneous gathering of data over a 
very large wavelength interval. These data sets do not in­
clude weak lines and even some stronger lines which are 
covered by the above-mentioned observations with hol­
low cathode discharges. The radiometric calibrations in 
these two experiments were carried out by applying the 
branching ratios of accurately known gf values of iron 
lines and standard sources for the visible spectrum. 

An advanced emission experiment was performed by 
Shumaker and Popenoe43 in 1969 with a wall-stabilized 
arc to obtain absolute transition probabilities of the 
4s - 4p and 3d - 4p Ar II lines. Arc conditions were 
selected to obtain a state of LTE and the plasma was 
observed side-on. An Abel-inversion process was then 
performed on the emission intensity data. Application of 
line wing corrections, accurate radiometric calibrations, 
well-defined plasma layers, excellent stability of the 
source - with reproducibility of the stronger lines at the 
one percent level, - control of self-absorption and the 
completeness of data collected for the two transition 
arrays give these observations a high quality. In a re-
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analysis of their data· three years later, based on newly 
available plasma diagnostic material, Shumaker and 
Popenoe44 changed their absolute scale by about 10%. 
This is, however, of no consequence for this study, since 
we utilize their results only on a relative scale. 

Relative transition probabilities were obtained for a 
limited number of upper levels in a recent study by 
Dzierzega et al.,45 where a plasma mixture of helium with 
argon was used to enhance the argon ion spectrum. Sev­
eral older emission experiments, for example by Schna­
pauff,46 by Luyken et al.,47 and by Tidwell48 were only 
used for lines where no other data were available, be­
cause their data often differ significantly from the work 
reviewed above. 

We found that in all emission experiments of the last 
25 years the critical factors listed in Sec. 2 have been 
clearly addressed and the measurements were carefully 
done. The applied experimental techniques are quite 
similar; for example, photoelectric detection has always 
been used to which automatic data processing has been 
added in the more recent work. The emission sources are 
well suited for their purpose: low pressure hollow 
cathodes for branching ratio determinations, where no 
state population measurements are required; and higher 
pressure wall-stabilized arcs which reach L TE conditions 
so that equilibrium relationships to determine excited 
state populations for relative and absolute transition 
probability measurements may be applied. 

Thus there are no obvious preferences among the 
emission data, which is borne out by the comparisons, 
too. When a set of branches from a specific level is cov­
ered by more than one measurement, some data have 
been found to depart appreciably from the average; these 
we have excluded. The accuracy of the results is esti­
mated from the following principal sources of error: (i) 
Uncertainties in the (relative) radiometric calibrations 
(determination of the spectral sensitivity, or detection ef­
ficiency) estimated to be 2% at most, as was borne out by 
the comparison of two different standards. (ii) reproduci­
bility of line intensities. By monitoring the emission 
source, the strong lines were usually found to be repro­
ducible to within 1 %. Therefore, ratios of line intensities, 
converted to relative transition probabilities. are for the 
strong lines in carefully conducted experiments of the or­
der of ± 3%, but more typically they are of the order of 
±5%. The lines of medium or lower intensity are more 
difficult to measure, and both the authors' estimates and 
data comparisons indicate uncertainties for these (which 
are the majority of lines) of about ± 10%, and ±20% or 
higher for the low intensity lines. Very weak lines are es­
timated to be uncertain to ± (40-50)%. 

4.3. Theory 

Until recently, the theoretical approaches to determine 
transition probabilities of Ar II employed fairly simple 
atomic structure models, limited to single-configuration 
approximations. Only Luyken3l in 1972 used an approach 
with limited multi-configuration treatment. Hibbert and 
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Hansen33
•
34 undertook the first extensive multi-configura­

tion treatment using the computer code CIV3 which pro­
duced many significant differences from the earlier 
theoretical results and the first consistently good agree­
ment with the recent accurate lifetime data. Neverthe­
less, sometimes significant differences exist between the 
results of their dipole length and dipole velocity formal­
isms, even for the strong lines, and they conclude that 
more accounting of electron correlation is needed. In­
deed, the calculated lifetimes (from the preferred dipole­
length formalism) lie in all cases somewhat outside the 
very small error bands of about ± 1 % obtained for the 
high-accuracy beam-laser lifetimes by Schmoranzer and 
colleagues.13

•
15 We have therefore not made direct use of 

any calculated data, but have presented some of the Hib­
bert and Hansen33

•
34 results in a comparison table (Table 

2) and in Figs. 1 and 3. These calculations provide excel­
lent independent support to the lifetime-emission data. 

TABLE 2. Comparison between theoretical and experimental data: The 
first data column contains the transition probabilities calcu­
lated by Hibbert and Hansen34 (dipole-length formalism) for 
those emission lines of the 4s 4P-4p 4po and 3d 4D-4p 4po mul-
tiplets which originate from the 4p 4POS/2 level. These are 
compared with the results derived from the selected branch­
ing ratio and lifetime data 

Line (nm) 

500.93 
480.60 
446.06 
443.10 
440.10 

Transition probability (1(f S-l) 
Hibbert and Hansen34 This compilation 

0.153 
0.781 
0.0161 
0.118 
0.320 

0.151 ± 8% 
0.780 ± 4% 
0.015 ± 6% 
0.109 ± 11% 
0.304 ± 8% 

5. Assembly of the Adopted Data 

As discussed above, the set of transition probability 
data for this tabulation was obtained by combining the 
most accurate lifetimes available in the literature. Among 
the lifetime determinations, there are dearly differences 
in quality and only the best data were utilized. But we 
found that most branching ratio measurements were of 
comparable quality, and therefore we applied all of them 
and averaged the results. 

The selected data were then assembled into a set of ab­
solute transition probabilities utilizing the following rela­
tionships: 

Line intensities h, for atomic transitions from higher 
level k to lower level i emitted from a plasma source of 
length e are related to atomic transition probabilities Ak, 
by 

(1) 

where Nk is the population (per unit volume) and h Vki the 
photon energy. The line intensity is the observed pho-
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FIG 3. History of transition probability measurements for the 480.6 nm Ar II line over the last 30 years. 

toelectric signal Sia divided by the quantum efficiency (or 
spectral sensitivity) Ekl of the spectrometer-detector sys­
tem at this frequency. In terms of photon intensities Dkl 

Ikllhvkl Sk'/Eklhvk" one obtains from Eq. (1) for the 
ratio of a pair of lines from upper level k to lower levels 
m and n 

This ratio L, called the branching ratio, is independent of 
the population of level k and the plasma length e. Also, 
only relative spectral responses E (i.e., relative radiomet­
ric calibrations) are required for such ratios. The transi­
tion k -') n is usually chosen to be a strong line and made 
a reference transition for a set of lines from level k. The 
branching fraction R/cm is 

R/cm = A/cm/I Akl = L!nII L,~ (3) 
I I 

where i = 1,2 ... , m, n , ... This branching fraction (which is 

also often called the branching ratio) provides with the 
condition I Ria = 1 the connection to the atomic lifetime 
'T of level k, since 'Tk is defined as 

(4) 

Therefore, 

A/cm = Rknlhk = (L!nII L,~) . l/'Tk (5) 
I 

We have thus determined absolute transition probabili­
ties Ala from the various published 'Tk'S and the ratios L,~, 
Specific transitions k -') n have been adopted as arbitrar­
ily chosen reference lines, and IL ,kn has been normalized 
to unity in each case. It is very important that these sums 
are better than 95% complete, that is, complete except 
for very weak components. 

If lines of significant strength from a given upper level 
are missing, for example, because of being in an inacces­
sible wavelength range, or blending with lines from 
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different upper states, we have attempted to supplement 
the data with other material (see below) or we rejected 
such a data set. 

Additions could be done by using other experimental 
data or in a few cases by using theoretical data. The 
added intensity reduces, by the same factor, all other con­
tributions within a normalized branching set. The added 
error depends on the uncertainty of the supplemental 
line intensities. For example, if the uncertainty is ± 30%, 
as is typical for weak lines, and the added intensity equals 
3% of the total, then the error for the other lines of this 
set increases by only 1 %, compared with a 3% systematic 
error without this addition. 

The principal data had to be supplemented with less 
accurate additions for about half of the branching sets. A 
few times the semi.empirical calculations of Kurucz and 
Peytremann49 were used where we conservatively esti­
mated uncertainties a factor of ± 2. However, the addi­
tions were always at a level of less than 10%; otherwise, 
incomplete sets were rejected. 

To obtain the branching ratio of one spectral line, the 
results of different measurements of that line have been 
averaged and the standard deviation of the mean was 
evaluated. The error from the addition of missing line in· 
tensities was taken into account in the quoted error of the 
branching ratio by treating it as an independent error. 
The absolute value of transition probability was then ob­
tained from the averaged branching ratio. 

We have taken the branching rati.o error as two stan­
dard deviations when we had three or more sets of mea­
surements. We rejected experimental data sets which had 
too little data taken into account, and rejected specific 
branching ratios when they deviated far from the mean. 

The low quality of some experimental approaches be­
came apparent in this way. Because of large scatter, a sig­
nificant part of the relative transition probabilities from 
Tidwell48 (about one-halt) and Schnapauf~ (one third) 
were rejected. 

When only two sets of measurements were available 
and averaged, the errors of the branching ratio were esti­
mated as 3% for the strongest lines, 8% for the medium 
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strong, and 15% for the weak lines. When only one set 
was available, the strongest lines were estimated to be un· 
certain to ±5%, medium lines to ± 10%, weak lines to 
± 20% and very weak lines to ± 40% - unless authors 
specified larger uncertainties. 

The error evaluation process clearly shows that the ac­
curacy of the transition probabilities is mainly limited by 
the branching ratio determinations. 

For applications, it is useful to note that from the 
4d 4F9/2 level only one transition (branching ratio equals 
1) is allowed. Thus the accuracy with which its lifetime is 
measured is per definition equal to the accuracy of the 
relevant transition probability. Somewhat similar are situ­
ations in a branching set with a few lines where one of 
these contains the bulk of the intensity (see e.g. the upper 
le.ve.l 4d 2P7l2). 

The overall results of our Ar II data assessment, i.e. 
listings of recommended transition probabilities ordered 
according to upper level and according to increasing 
wavelength, are given in Tables 3 and 4, including our es­
timated uncertainties. 

The result of our analysis for the prominent Ar II line 
of 480.6 nm is in very close agreement with several recent 
investigations. A history of all the studies of this particu­
lar transition is presented in Fig. 3.2.6.34.39,42-44.46.S{}-()() Our re-
sult is 0.780 x 108 

S-l, with a ±4% uncertainty. 
Comparisons of the experimentally derived transition 

probabilities with theory have not shown close agreement 
until recently. However, the advanced calculations of Hi­
bbert and Hansen33

•
34 including detailed electron correla­

tion show a very high degree of agreement with our 
derived set of data, as seen in Table 2. 

Note added in proof: We have just become aware of a 
new paper by S. A. Young and C. E. Head on "Radiative 
Lifetime Measurements Using an Argon Ion Beam" in 
Nucl. Instr. Meth. B56/57, 265 (1991). This is a beam-gas 
experiment subject to cascading effects, which have been 
taken into account by a two-exponential decay analysis. 
This falls according to our grouping of lifetime experi­
ments into the «category (c)" experiments which we have 
not utilized in our assessment. 
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TABLE 3. Branching ratios and transition probabilities for Ar II lines ordered according to upper energy level 

First line of each set· 
Upper level Lifetime plus 

Uncertainty 

Other lines: 
Transition 

Lower Wavelength Branching Estimated probability Estimated 
level (nm) ratios un~ertainty (in 1(t S-I) uncertainty 

A) Transitions from the 4p levels 

4p 2s0112 8.7 ns ± 10% 

4s 2PI12 457.94 0.697 ± 2% 0.80 ±10% 
2P312 437.60 0.178 8% 0.205 13% 
4Pl12 39224 0.003 20% 0.003 22% 
4P312 384.46 <0.003 <0.003 

3d 2PI12 610.35 0.015 30% 0.017 32% 
2P312 648.31 0.092 11% 0.106 15% 
2D3/.2 941.&6 <0.0034 <.00039 
4P3/2 735.83 0.001 25% 0.002 27% 
4F3/2 564.24 0.001 25% 0.002 27% 

4s' 203/2 801.75 0.007 20% 0.009 22% 

4p 2P"1/2 8.5 ns ± 10% 

4s 2P1/2 488.90 0.158 18% 0.19 20% 
2P312 465.79 0.758 5% 0.89 11% 
4Pl/2 414.74 <0.002 <0.002 
4P312 406.05 <0.001 <0.001 

3d 2P1/2 666.64 0.075 4% 0.088 11% 
2P312 712.17 0.004 20% 0.005 22% 
401/2 370.69 0.002 20% 0.002 22% 

4p 2P"312 8.5 ns ± 10% 

4s 2Pl12 476.49 0.545 4% 0.64 11% 
2P312 454.51 0.400 9% 0.471 14% 
4P1/2 405.77 <0.0002 <0.0002 
4P312 397.45 0.017 50% 0.020 50% 
4P5/2 384.54 0.014 20% 0.016 22% 

3d 2P1/2 643.76 <0.002 <.0.002 
40S/2 360.15 0.002 20% 0.002 22% 

4p 20°312 9.52 ns ± 1% 

4s 2P1/2 496.51 0.375 4% 0.394 4% 
2P312 472.69 0.556 2% 0.584 3% 
4P1/2 420.20 0.020 20% 0.021 20% 
4P3fl 411.28 0.010 14% 0.011 14% 
4PS/2 397.48 0.009 50% 0.009 50% 

3d 2Pl~ 680.85 0.007 20% 0.007 20% 
401/2 375.05 0.001 50% 0.001 50% 
4D jrl. 373.55 0.002 20% 0.003 20% 
405/2 371.47 0.002 50% 0.002 50% 
4F3/2 623.97 0.002 50% 0.002 50% 
4F512 613.87 0.011 10% 0.012 10% 

4p 20°512 9.52 ns ± 1% 

4s 2P312 487.99 0.784 2% 0.823 3% 
4P3/2 422.82 0.125 3% 0.133 3% 
4P512 408.24 0.028 7% 0.029 7% 

3d 40312 383.04 0.004 20% 0.004 20% 
40512 380.86 0.010 20% 0.010 20% 
407/2 378.64 0.014 13% 0.015 13% 
4F312 650.91 <0.0001 <0.0001 
4Fs12 639.92 0.006 20% 0.006 20% 
4F7/2 624.31 0.029 10% 0.030 10% 
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TABLE 3. Branching ratios and transition probabilities for Ar II lines ordered according to upper energy level - Continued 

First line of each set: 
Upper level Lifetime plus 

Uncertainty 

Other lines: 
Transition 

Lower Wavelength Branching Estimated probability Estimated 
level (nm) ratios uncertainty (in lOS S-I) uncertainty 

4p 4so3f2 7.5 ns ±1O% 

4s 2Plf2 458.79 0.002 25% 0.003 27% 
2P3f2 438.38 0.008 7% 0.011 13% 
4P1f2 392.86 0.183 8% 0.244 13% 
4P3f2 385.06 0.290 6% 0.387 12% 
4PSf2 372.93 0.360 2% 0.480 10% 

3d 2Pl12 611.87 <0.001 <OJX)l 
2P3f2 650.02 0.002 15% 0.003 18% 
4Pl12 723.35 0.028 15% 0.037 18% 
4P312 738.04 0.042 15% 0.056 18% 
4PS12 758.93 0.080 10% 0.107 14% 
4D312 351.79 <0.0005 <0.0007 
4Ds12 349.95 0.002 15% 0.003 18% 

4p 4pol12 7.36 ns ±1% 

4s 2Pl12 607.74 0.003 20% 0.004 20% 
2P3f2 572.43 0.003 20% 0.004 20% 
4P1f2 497.22 0.072 7% 0.097 7% 
4P3f2 484.78 0.625 9% 0.849 9% 

3d 40112 435.22 0.156 9% 0.212 9% 
40312 433.20 0.141 6% 0.192 6% 

4p 4P03f2 7.36 ns ±1% 

4s 2P1f2 621.22 <0.0005 <0.0007 
2P3f2 584.38 <0.0003 <0.0004 
4P1f2 506.20 0.164 11% 0.223 11% 
4P3f2 493.32 0.106 5% 0.144 5% 
4PSf2 473.59 0.427 2% 0.580 3% 

3d 401f2 442.09 0.023 11% 0.031 11% 
403f2 440.01 0.118 11% 0.160 11% 
40Sf2 437.13 0.162 8% 0.221 8% 

4p 4poSf2 7.36 ns ±1% 

4$ 2P3f2 595.09 ..;:0.0005 ...:0.0007 
4P3f2 500.93 0.111 8% 0.151 8% 
4PS12 480.60 0.574 3% 0.780 4% 

3d 4D3f2 446.06 0.011 6% 0.015 6% 
4D'{l 443.10 0.080 11% 0.109 11% 
4D7/2 440.10 0.224 8% 0.304 8% 

4p 4Dolf2 6.92 ns ±1% 

4s 2P1f2 521.51 <0.0009 <0.0013 
2P3f2 495.29 0.004 50% 0.006 50% 
4P1f2 437.97 0.695 3% 1.004 4% 
4P312 428.29 0.090 9% 0.132 9% 

3d 4P1f2 892.61 0.004 20% 0.006 20% 
4P312 915.08 <0.0035 <0.0045 
401f2 389.14 0.030 15% 0.043 15% 
4D3f2 387.53 0.057 14% 0.082 14% 
4F3f2 663.97 0.117 5% 0.169 5% 
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TABLE 3. Branching ratios and transition probabilities for Ar II lines ordered according to upper energy level - Continued 

First line of each set· 
Upper level Lifetime plus 

Uncertainty 

Other lines: 
Transition 

Lower Wavelength Branching Estimated probability Estimated 
level (nm) ratios uncertainty (in lOS S-I) uncertainty 

4p 4D0312 6.92 ns ± 1% 

4s 2PI12 528.69 0.002 30% 0.002 30% 
2P312 501.76 0.007 15% 0.011 15% 
4PI12 443.02 0.394 4% 0.569 4% 
4P312 433.12 0.397 5% 0.574 5% 
4p~/? 417.84 0.008 18% 0.012 18% 

3d 4Dl12 393.12 0.014 9% 0.020 9% 
4D312 391.48 0.026 11% 0.037 11% 
4Ds12 389.20 0.044 23% 0.063 23% 
4F312 675.66 0.014 15% 0.020 15% 
4FS12 663.82 0.095 5% 0.137 5% 

4p 4Dos12 7.54 ns ±1% 

<b 2P312 514.53 0.080 9% 0.106 9% 
4P312 442.60 0.616 5% 0.817 5% 
4PS12 426.65 0.124 11% 0.164 11% 

3d 40312 399.21 0.012 15% 0.016 15% 
4Ds12 396.84 0.036 9% 0.048 9% 
401/2 394.43 0.031 14% 0.041 14% 
4F312 699.01 0.001 20% 0.002 20% 
4Fs12 686.35 0.019 10% 0.025 10% 
4F1/2 668.43 0.081 8% 0.107 8% 

4p 40°712 6.92 ns ±1% 

4s 4PS12 434.81 0.810 4% 1.171 4% 
3d 4Ds12 403.88 0.008 10% 0.012 10% 

4D1/2 401.39 0.073 5% 0.105 5% 
4Fs12 707.70 0.001 20% 0.001 20% 
4F1/2 686.66 0.006 10% 0.009 10% 
4F912 664.37 0.102 10% 0.147 10% 

B) Transitions from the 4d levels 

4d 2Pl12 Lifetime not measured 

4d 2P312 Lifetime not measured 

4d 20312 Lifetime and branching ratios not measured 

4d 2Ds12 Lifetime not measured 

4d 2Fs12 4.4 ns ±30% Branching ratios poorly measured 

4d 2F1/2 3.4 ns ±10% 

4p 200S12 355.95 0.978 3% 2.88 10% 
4poS12 314.64 0.001 20% 0.003 22% 
400S12 343.04 0.021 10% 0.062 14% 

4d 4PI12 3.9 ns ±30% 

4p 2pol12 377.75 0.004 15% 0.011 35% 
4s0312 397.94 0.384 6% 0.98 31% 
4pol12 328.17 0.164 6% 0.42 31% 
4po312 324.37 0.412 6% 1.1 31% 
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TABLE 3. Branching ratios and transition probabilities for Ar II lines ordered according to upper energy level - Continued 

First line of each set: 
Upper level Lifetime plus 

Uncertainty 

Other lines: 
Transition 

Lower Wavelength Branching Estimated probability Estimated 
level (nm) ratios uncertainty (in lOS S-I) uncertainty 

4d 4P3/2 3.9 ns ±30% 

4p 4s03/2 393.25 0.363 9% 0.93 31% 
4po1/2 324.98 0.246 9% 0.63 31% 
4po3/2 321.25 0.020 10% 0.052 32% 
4po5/2 318.10 0.144 5% 0.37 30% 
40°1/2 356.50 0.215 5% 0.56 30% 

4d 4P5/2 3.9 ns ±30% 

4p 20°5/2 355.00 0.010 10% 0.026 32% 
4S03/2 386.85 0.528 8% 1.4 31% 
4P"3/2 316.97 0.192 10% 0.49 32% 
4po5/2 313.90 0.203 7% 0.52 31% 

4d 401/2 3.2 ns ±1O% 

4p 20°3/2 403.14 0.024 10% 0.075 14% 
4po1/2 350.98 0.815 5% 2.55 11% 
40°1/2 388.03 0.074 10% 0.233 14% 
40°312 384.15 0.086 10% 0.269 14% 

4d 40312 3.2 ns ±1O% 

4p 2po312 420.99 0.0006 50% 0.0018 50% 
20°312 406.51 0.003 20% 0.011 22% 
20°512 395.84 0.012 10% 0.038 14% 
4s03/2 435.85 <0.0006 <0.0018 
4pol/2 353.53 0.181 10% 0.57 14% 
4p03/2 349.12 0.574 5% 1.79 11% 
4po5/2 345.41 0.100 11% 0.314 15% 
40°1/2 391.16 0.025 14% 0.077 17% 
4D0312 387.21 0.049 18% 0.15 20% 
40°512 379.94 0.055 20% 0.17 22% 

4d 405/2 3.2 ns ±1O% 

4p 2p03/2 424.36 0.001 20% 0.002 22% 
20°512 398.82 0.013 7% 0.041 13% 
4s03/2 439.46 0.002 20% 0.006 22% 
4p03/2 351.44 0.425 4% 1.36 11% 
4P0512 347.67 0.389 3% 1.25 11% 
40°312 390.06 0.023 5% 0.072 11% 
40°512 382.68 0.090 5% 0.281 11% 
40°712 376.35 0.057 5% 0.178 11% 

4d 407/2 3.2 ns ±10% 

4p 4p05/2 349.15 0.739 1% 2.31 11% 
40°512 384.47 0.016 15% 0.048 15% 
40°7/2 378.08 0.245 1% 0.77 11% 

4d 4F3/2 3.15 ns ±1O% 

4p 20°312 370.99 0.015 11% 0.047 15% 
4s03/2 395.27 0.066 11% 0.208 15% 
4po112 326.36 0.049 11% 0.155 15% 
4p03/2 322.60 0.007 20% 0.021 22% 
40°112 358.16 0.555 6% 1.76 12% 
40°312 354.85 0.275 6% 0.87 12% 
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TABLE 3. Branching ratios and transition probabilities for Ar II lines ordered according to upper energy level - Continued 

First line of each set: 
Upper level Lifetime plus 

Uncertainty 

Other lines: 
Transition 

Lower Wavelength Branching Estimated probability Estimated 
level (nm) ratios uncertainty (in 1(f S-1) uncertainty 

4d 4Fs!2 3.30 ns ±10% 

4p 2po3!2 386.96 0.002 20% 0.006 22% 
2Do3!2 374.69 0.007 10% 0.021 14% 
2D"s!2 365.60 0.025 9% 0.076 14% 
4po3!2 325.39 0.003 20% 0.009 22% 
4poS!2 322.16 0.006 22% 0.018 24% 
"Do3!2 358.24 0.776 3% 2.35 11% 
4D"s!2 352.00 0.174 3% 0.52 11% 
4D"7!2 346.63 0.010 15% 0.030 18% 

4d "1'7/2 3.3U ns ±lU% 

4p 2D"s!2 371.72 0.017 7% 0.052 13% 
4Dos!2 357.66 0.908 1% 2.75 10% 
4Do7!2 352.13 0.075 3% 0.227 11% 

4d 4F9!2 3.30 ns ± 10% 

4p 4D"7!2 358.84 1.000 0% 3.03 10% 
(per def.) 

C) Transitions from the 4p' and 4p" levels 

4p" zP}!2 5..55 ns ±lO% 

3d 2Pl!2 355.69 0.028 10% 0.050 14% 
2P3!2 368.25 0.010 10% 0.017 14% 
2D3!2 447.48 0.161 5% 0.290 11% 

4s 2P1!2 297.91 0.231 3% 0.416 11% 
2P3!2 289.16 0.101 4% 0.182 11% 

4s' 2D3!2 413.17 0.469 4% 0.85 11% 

4p' 21>312 5.55 ns ± 10% 

3d 2P1!2 363.48 0.005 20% 0.009 22% 
2P3!2 376.61 0.041 10% 0.074 14% 
zD3!2 4~~US~ U.U37 3% 0.067 11% 
2Ds!2 473.21 0.037 10% 0.067 14% 
2Fs!2 453.05 0.012 5% 0.021 11% 
4P1!2 400.11 0.003 20% 0.006 22% 
4P3!2 404.57 0.009 25% 0.016 27% 

4s 2P1!2 303.35 0.055 3% 0.099 11% 
2P3!2 294.29 0.293 3% 0.53 11% 
4P3!2 269.26 0.003 20% 0.005 22% 

4s' lD3!2 423.72 0.062 3% U.112 11% 
2Ds!2 427.75 0.443 3% 0.80 11% 

4p' 2D3!2 8.0 ns ±10% 

3d 2P3!2 361.18 0.005 20% 0.006 22% 
2D3!2 437.08 0.530 5% 0.66 11% 
2Ds!2 449.10 0.037 8% 0.046 13% 

4s 2P1!2 293.26 0.006 20% 0.008 22% 
2P3!2 284.78 0.002 20% 0.003 22% 

4s' 2D3!2 404.29 0.325 8% 0.406 13% 
2Ds!2 407.96 0.095 8% 0.119 13% 

J. Phys. Chern. Ref. Data, Vol. 21, No.5, 1992 



934 V. VUJNOVIC AND W. I... WIESE 

TABLE 3. Branching ratios and transition probabilities for Ar II lines ordered according to upper energy level - Continued 

First line of each set: 
Upper level Lifetime plus 

Uncertainty 

Other lines: 
Transition 

Lower Wavelength Branching Estimated probability Estimated 
level (nm) ratios uncertainty (in lOS 5- 1) uncertainty 

4p' 2D~/2 8.0 ns ±10% 

3d 2P3/2 360.59 0.035 10% 0.044 14% 
203/2 436.21 0.044 4% 0.055 11% 
2Ds/2 448.18 0.364 5% 0.455 11% 
2PS/2 430.06 0.046 9% 0.058 14% 
2F7/2 412.86 0.011 7% 0.014 12% 
4PS/2 391.78 0.001 20% 0.001 22% 

45 :lP3/2 284.41 0.001 2U% U.002 22% 
45' 203/2 403.55 0.035 1% 0.044 10% 

20S/2 407.20 0.463 4% 0.58 11% 

4p' 'PS/2 8.52 lUi zl% 

3d 2P3/2 404.22 0.003 20% 0.004 20% 
203/2 501.72 0.176 4% 0.207 4% 
20512 517.62 0.015 10% 0.017 10% 
2PS/2 493.61 0.006 20% 0.007 20% 
2P7/2 471.08 0.004 20% 0.005 20% 

3d' 207/2 617.23 0.170 2% 0.200 3% 
4s' 203/2 458.99 0.566 3% 0.664 4% 

2Ds/2 463.72 0.060 3% 0.071 3% 

4p' 2F1/2 8.41 ns ±1% 

4s 4PS/2 275.49 0.002 20% 0.002 20% 
3d 20S/2 514.18 0.068 3% 0.081 4% 

2PS/2 490.48 0.031 7% 0.037 7% 
2P7/2 468.23 0.007 20% 0.008 20% 
4PS/2 441.29 0.051 10% 0.061 10% 

3d' 207/2 612.34 0.008 20% 0.009 20% 
209/2 611.49 0.168 6% 0.200 6% 

4s' 205/2 460.96 0.665 3% 0.789 4% 

4p' 2Pj/2 11.0 ns ± 10% 

45' 2D5/2 231.77 0.151 20% 0.14 22% 
45' 2S1l2 405.29 0.735 20% 0.67 22% 
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TABLE 4. Recommended transition probabilities of Ar II lines arranged according to wavelength 

Statistical Transition Estimated 
Wavelength Upper energy weight probability uncertainty 

(nm) level Ek(cm- 1) g. gk (in 1()'1 S-I) (in %) 

231.77 191975 6 4 0.14 22 
269.26 172214 4 4 0.005 22 
275.49 170530 6 8 0.002 20 
284.41 173393 4 6 0.002 22 
284.78 173348 4 4 0.003 22 
289.16 172816 4 2 0.182 11 
293.26 173348 2 4 0.008 22 
294.29 172214 4 4 0.53 11 
297.91 172816 2 2 0.416 11 
303.35 172214 2 4 0.099 11 
313.90 186891 6 6 0.52 31 
314.64 186816 6 8 0.003 41 
316.97 186891 4 6 0.49 32 
318.10 186470 6 4 0.37 30 
321.25 186470 4 4 0.052 32 
322.16 186074 6 6 0.018 24 
322.60 186341 4 4 0.021 22 
324.37 186171 4 2 1.056 31 
324.98 186470 2 4 0.63 31 
325.39 186074 4 6 O.OOQ 22 
326.36 186341 2 4 0.155 15 
328.17 186171 2 2 0.42 31 
343.04 186816 6 8 0.062 14 
345.41 183986 6 4 0.314 15 
346.63 186074 8 6 0.030 18 
347.67 183797 6 6 1.25 11 
349.12 183986 4 4 1.79 11 
349.15 183676 6 8 2.31 11 
349.95 161049 6 4 0.003 18 
350.98 184192 2 2 2.55 11 
351.44 183797 4 6 1.36 11 
351.79 161049 4 4 <0.0007 
352.00 186074 6 6 0.52 11 
352.13 185625 8 8 0.227 11 
353.53 183986 2 4 0.57 14 
354.85 186341 4 4 0.87 12 
355.00 186891 6 6 0.026 32 
355.69 172816 2 2 0.050 14 
355.95 186816 6 8 2.88 10 
356.50 186470 2 4 0.55 ·30 
357.66 185625 6 8 2.75 10 
358.16 186341 2 4 1.76 12 
358.24 186074 4 6 2.53 11 
358.84 185093 8 10 3.03 10 
3OU.15 160239 6 4 0.002 22 
360.59 173393 4 6 0.044 14 
361.18 173348 4 4 0.006 22 
363.48 172214 2 4 0.009 22 
365.60 I~OU74 6 6 0.076 14 
368.25 172816 4 2 0.017 14 
370.69 159707 2 2 0.002 22 
370.99 186341 4 4 0.047 15 
371.47 159393 6 4 0.002 50 
371.72 185625 6 8 0.052 13 
372.93 161049 6 4 0.480 10 
373.55 159393 4 4 0.003 20 
374.69 186074 4 6 0.021 14 
375.05 159393 2 4 0.001 50 
376.35 183797 8 6 0.178 11 
376.61 172214 4 4 0.074 14 
377.75 186171 2 2 0.011 35 
378.08 183676 8 8 0.77 11 
378.64 158730 8 6 0.015 13 
379.94 183986 6 4 0.17 22 
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TABLE 4. Recommended transition probabilities of Ar nlines arranged according to wavelength - Continued 

Statistical Transition Estimated 
Wavelength Upper energy weight probability uncertainty 

(nm) level Ek (cm- 1) g, gk (in 1()11 S-1) (in %) 

350.56 156730 6 6 0.010 20 
382.68 183797 6 6 0.281 11 
383.04 158730 4 6 0.004 20 
384.15 184192 4 2 0.269 14 
384.46 161089 4 2 <0.003 
384.47 183676 6 8 0.048 15 
384.54 160239 6 4 0.016 22 
385.06 161049 4 4 0.387 12 
386.85 186891 4 6 1.4 31 
386.96 186074 4 6 0.006 22 
387.21 183986 4 4 0.15 20 
387.53 158428 4 2 0.082 14 
388.03 184192 2 2 0.232 14 
389.14 158428 2 2 0.043 15 
389.20 158168 6 4 0.063 23 
390.06 183797 4 6 0.072 11 
391.16 183986 2 4 0.077 17 
391.48 158168 4 4 0.037 11 
391.78 173393 6 6 0.001 22 
392.24 161089 2 2 0.003 22 
392.86 161049 2 4 0.244 13 
393.12 158168 2 4 0.020 9 
393.25 186470 4 4 0.93 31 
394.43 157673 8 6 0.041 14 
395.27 186341 4 4 0.208 15 
395.84 183986 6 4 0.038 14 
396.84 157673 6 6 0.048 9 
397.45 160239 4 4 0.020 50 
397.48 159393 6 4 0.009 SO 
397.94 186171 4 2 0.98 31 
398.82 183797 6 6 0.041 13 
399.21 157673 4 6 0.016 15 
400.11 172214 2 4 0.006 22 
401.39 157234 8 8 0.105 5 
403.14 184192 4 2 0.075 14 
403.55 173393 4 6 0.044 10 
403.RR 157214 h R 0.01'- 10 
404.22 170401 4 6 0.004 20 
404.29 173348 4 4 0.406 13 
404.57 172214 4 4 0.016 27 
405.29 191975 2 4 0.67 22 
405.77 160239 2 4 <0.000 2 
406.05 159707 4 2 <0.001 
406.51 183986 4 4 0.011 22 
407.20 173393 6 6 0.58 11 
407.96 173348 6 4 0.119 13 
408.24 158730 6 6 0.029 7 
411.28 159393 4 4 0.011 14 
412.86 173393 8 6 0.014 12 
413.17 172816 4 2 0.85 11 
414.74 159707 2 2 <0.002 
417.84 158168 6 4 0.012 18 
420.20 159393 2 4 0.021 20 
420.99 183986 4 4 0.0018 50 
422.82 158730 4 6 0.131 3 
423.72 172214 4 4 0.112 11 
424.36 183797 4 6 0.002 22 
426.65 157673 6 6 0.164 11 
427.75 172214 6 4 0.80 11 
428.29 158428 4 2 0.132 9 
430.06 173393 6 6 0.057 14 
433.12 158168 4 4 0.574 5 
433.20 155708 4 2 0.192 6 
434.81 157234 6 8 1.171 4 
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TABLE 4. Recommended transition probabilities of Ar II lines arranged according to wavelength - Continued 

Statistical Transition Estimated 
Wavelength Upper energy weight probability uncertainty 

(nm) level E4(cm- 1) g, g4 (in1OXs- 1) (in %) 

435.22 155708 2 2 0.212 9 
435.85 183986 4 4 <0.0018 
436.21 173393 4 6 0.055 11 
437.08 173348 4 4 0.66 11 
437.13 155351 6 4 0.221 8 
437.60 161089 4 2 0.205 13 
437.97 158428 2 2 1.004 4 
438.38 161049 4 4 0.011 13 
439.46 183797 4 6 0.006 22 
440.01 155351 4 4 0.160 11 
440.10 155043 8 6 0.304 8 
441.29 170530 6 8 0.061 10 
442.09 155351 2 4 0.031 11 
442.60 157673 4 6 0.817 5 
443.02 158168 2 4 0.569 4 
443.10 155043 6 6 0.109 11 
446.06 155043 4 6 0.015 6 
447.48 172816 4 2 0.290 11 
448.18 173393 6 6 0.455 11 
449_10 173348 6 4 0.046 13 
453.05 172214 6 4 0.021 11 
454.51 160239 4 4 0.471 14 
457.94 161089 2 2 0.80 10 
458.79 161049 2 4 0.003 27 
458.99 170401 4 6 0.664 4 
459.88 172214 4 4 0.067 11 
460.96 170530 6 8 0.789 4 
463.72 170401 6 6 0.071 3 
465.79 159707 4 2 0.892 11 
468.23 170530 8 8 0.008 20 
471.08 170401 8 6 0.005 20 
472.69 159393 4 4 0.588 3 
473.21 172214 6 4 0.067 14 
473.59 155351 6 4 0.580 3 
476.49 160239 2 4 0.64 11 
480.60 155043 6 6 0.780 4 
484.78 155708 4 2 0.849 9 
487.99 158730 4 6 0.823 3 
488.90 159707 2 2 0.19 20 
490.48 170530 6 8 0.037 7 
493.32 155351 4 4 0.144 5 
493.61 170401 6 6 0.007 20 
495.29 158428 4 2 0.006 50 
496.51 159393 2 4 0.394 4 
497.22 155708 2 2 0.097 7 
500.93 155043 4 6 0.151 8 
501.72 170401 4 6 0.207 4 
501.76 158168 4 4 0.011 15 
506.20 155351 2 4 0.223 11 
514.18 170530 6 8 0.081 4 
514.53 157673 4 6 0.106 9 
517.62 170401 6 6 0.017 10 
521.51 158428 2 2 <0.0013 
528.69 158168 2 4 0.002 30 
564.24 161089 4 2 0.002 27 
572.43 155708 4 2 0.004 20 
584.38 155351 4 4 <0.0004 
595.09 155043 4 6 <0.0007 
607.74 155708 2 2 0.004 20 
610.35 161089 2 2 0_017 32 
611.49 170530 10 8 0.200 6 
611.87 161049 2 4 <0.001 
612.34 170530 8 8 0.009 20 
613.87 159393 6 4 0.012 10 
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TABLE 4. Recommended transition probabilities of Ar II lines arranged according to wavelength Continued 

Wavelength Upper energy 
(nm) level Ek (cm- 1) g, 

617.23 170401 8 
621.22 155351 2 
623.97 159393 4 
624.31 158730 8 
639.92 158730 6 
643.76 160239 2 
648.31 161089 4 
650.02 161049 4 
650.91 158730 4 
663.82 158168 6 
663.97 158428 4 
664.37 157234 10 
666.64 159707 
668.43 157673 
675.66 158168 
680.85 159393 
686.35 157673 
686.66 157234 
699.01 157673 
707.70 157234 
712.17 159707 
723.35 161049 
735.83 16i089 
738.04 161049 
758.93 1610-19 
801.75 161089 
892.61 158428 
915.08 158428 
941.86 161089 
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