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CODATA Recommended Values of the Fundamental
Physical Constants: 1998 *T

Peter J. Mohr ® and Barry N. Taylor
National Institute of Standards and Technology, Gaithersburg, Maryland 20899-8401
Received September 24, 1999

This paper gives the 1998 self-consistent set of values of the basic constants and
conversion factors of physics and chemistry recommended by the Committee on Data for
Science and TechnologfC ODATA) for international use. Further, it describes in detalil
the adjustment of the values of the subset of constants on which the complete 1998 set of
recommended values is based. The 1998 set replaces its immediate predecessor recom-
mended by CODATA in 1986. The new adjustment, which takes into account all of the
data available through 31 December 1998, is a significant advance over its 1986 coun-
terpart. The standard uncertaintieés., estimated standard deviatip$ the new recom-
mended values are in most cases about 1/5 to 1/12 and in some cases 1/160 times the
standard uncertainties of the corresponding 1986 values. Moreover, in almost all cases
the absolute values of the differences between the 1998 values and the corresponding
1986 values are less than twice the standard uncertainties of the 1986 values. The new set

of recommended values is available on the World Wide Web at physics.nist.gov/
constants. ©1999 American Institute of Physics and American Chemical Society.

[S0047-26880/00301-9

Key words: CODATA, conversion factors, data analysis, electrical units, fundamental constants, Josephson
effect, least-squares adjustment, quantum electrodynamics, quantum Hall effect.
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Atomic Mass Data Center, Centre de Spec-
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Relative atomic mass of X: KRISS
A(X) =m(X)/m,
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(ICSU, formerly the International Council of
Scientific Union$

Combined charge conjugation, parity inver- Mu
sion, and time reversal my
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MPQ
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{220 lattice spacing of an ideal crystal of sili-

con

{220 lattice spacing of silicon crystal X Na
Binding energy NIM
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Foo=(F/Agg) A

NML
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Harvard University, Cambridge, Massachu- QX°1¥)
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Grenoble, France
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at Los Alamos National Laboratory, Los Ala-
mos, New Mexico, USA

Laboratoire Kastler-Brossel, Paris, France
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guences, Paris, France

Massachusetts Institute of Technology, Cam-
bridge, Massachusetts, USA
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Muonium (w"e” atom

Molar mass constantvl ;=10 % kg mol™*

Unified atomic mass constant: m,
=m(*%C)/12

Mass of X (for the electron e, proton p, and
other elementary particles, the first symbol is
used, i.e.mg, my, etc)

Avogadro constant

National Institute of Metrology,
China(People’s Republic of
National Institute of Standards and Technol-
ogy, Gaithersburg, Maryland and Boulder,
Colorado, USA

National Measurement Laboratory, Common-
wealth Scientific and Industrial Research Or-
ganization(CSIRO), Lindfield, Australia
National Physical Laboratory, Teddington,
UK

National Research Laboratory of Metrology,
Tsukuba, Japan

Neutron

Physikalisch-Technische Bundesanstalt,
Braunschweig and Berlin, Germany

Proton

Quantum electrodynamics

Probability that an observed value of chi-

square forv degrees of freedom would exceed

X2

Molar gas constant

Ratio of muon anomaly difference frequency
to free proton NMR frequency

Metrologia “G. Colonnetti,”

Beijing,
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Type A
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USus
UWash

u

u(x;)
U,(Xi)
u(x;, x;)
Ur(Xi, X))

VNIIM

V90

W90
XRCD

XROI
Xu(Cu Ka)
xu(Mo Ka)
X(X)

Yale
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Birge ratio: Rg= (x?/v)*? T} _go(l0)
Bound-state nuclear rms charge radius of the[;_q(hi)
deuteron Y

von Klitzing constantRy = h/e? y!
Conventional value of the von Kilitzing con-

stantRy : Rk _gp=25812.8071) i
Bound-state nuclear rms charge radius of the

proton Avgy
Rydberg constantR,,=ma?/2h s
Correlation coefficient of estimated valugs €
andx;: r(x;, x;) =u(x;, X))/[u(x;)u(x;)]
Self-sensitivity coefficient P
Systene International d’Unite (International Mu
System of Unit
Schweizerisches Institut “fu Nuklearfors-

5)((“'.1)

chung, Villigen, Switzerlandnow the Paul
Scherrer Institute, P$I

Thermodynamic temperature

Uncertainty evaluation by the statistical analy-
sis of series of observations B
Uncertainty evaluation by means other than
the statistical analysis of series of observa-
tions €0
Celsius temperature on the International Prac-=
tical Temperature Scale of 1968PTS-68

Celsius temperature on the International Tem-

perature Scale of 1990TS-90) k(t)
University of Sussex, Sussex, UK

University of Washington, Seattle, Washing-

ton, USA A(XKay)
Unified atomic mass unitt 1u=m;  Ajess

=m(*?C)/12

Standard uncertaintgi.e., estimated standard ,
deviation of an estimated valug, of a quan-

tity X; (also simplyu)

Relative standard uncertainty of an estimated

value x; of a quantity Xi: u/(x) “e
=u(x;)/|xi|, x;#0 (also simplyu,) iy
Covariance of estimated valugsandx; ux(Y)
Relative covariance of estimated valugsnd ,uz
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D. I. Mendeleyev All-Russian Research Insti-
tute for Metrology, St. Petersburg, Russian
Federation v
Conventional unit of voltage based on the Jo- v(fp)
sephson effect anld;_qg: Vo= (Kj_90/Ky V
Conventional unit of powegy=V5/ Qg0
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the Avogadro constariti,) o
Combined x ray and optical interferometer

Cu xunit:A(Cu Kay)=1537.400 x{Cu Ka;) T

Mo x unit: A(Mo Kea;) =707.831 xdiMo Kay)
Amount-of-substance fraction of X

Yale University, New Haven, Connecticut, x°
USA -ng
Fine-structure constank=e?/4meyhc

Alpha particle(nucleus of*He)

1717

I3 _gl0)=(7x AgdA™%, X=p or h

rp/)—go(hi) = (Yf)/Ago) A

Proton gyromagnetic ratioy,=2u,/#

Shielded proton gyromagnetic ratio:
Yo=2uplh

Shielded helion gyromagnetic ratio:

¥n=2| il

Muonium ground-state hyperfine splitting
Additive correction to the theoretical expres-
sion for the electron magnetic moment
anomalya,

Additive correction to the X theoretical ex-
pression for the ground-state hyperfine split-
ting of muoniumAwvy,,

Additive correction to the theoretical expres-
sion for an energy level of Xeither hydrogen

H or deuterium D with quantum numbers,

L, andj

Additive correction to the theoretical expres-
sion for the muon magnetic moment anomaly
alJL

Electric constantiy= 1/u0c?

Symbol used to relate an input datum to its
theoretical expression in an observational
equation

Volume magnetic susceptibility of water at
theoretical expression in an Celsius tempera-
turet

Wavelength of ky; x-ray line of element X
Measured wavelength of the 2.2 MeV capture
v ray emitted in the reaction-np—d+-y
Symbol for either member of the muon-
antimuon pair; when necessafy, or p* is
used to signify the negative muon or positive
muon

Bohr magnetonug=ef/2m,

Nuclear magnetornuy=eh/2m,

Magnetic moment of particle X in atom Y
Magnetic constantuy,=4mx 10"’ N/A?
Magnetic moment, or shielded magnetic mo-
ment, of particle X

Degrees of freedom of a particular adjustment
Difference between muonium hyperfine split-
ting Zeeman transition frequencies, and
v, at a magnetic flux densitg correspond-
ing to the free proton NMR frequendy,
Stefan—Boltzmann constant:

o=mk*/60h3c?

Symbol for either member of the tau-antitau
pair; when necessary, ort" is used to sig-
nify the negative tau or positve tau

The statistic “chi square”

Conventional unit of resistance based on the
guantum Hall effect and Rg_g9:Qqg

= (R /Ri—90) Q2
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1. Introduction in the 1986 uncertainties was mainly due to three new re-
sults: a value of the fine-structure constanbbtained from
the electron magnetic moment anomaly, a value of the

CODATA, the Committee on Data for Science and Tech-Planck constanth obtained from a moving-coil watt balance
nology, was established in 1966 as an interdisciplinary comexperiment, and a value of the molar gas conskabtained
mittee of the International Council for Sciené€SU), for-  from a measurement of the speed of sound in argon.
merly the International Council of Scientific Unions. It seeks Because of the major role that these three additional data
to improve the quality, reliability, processing, managementWwould play in determining the values and uncertainties of the
and accessibility of data of importance to science and techconstants in any future adjustment, Taylor and Cohen sug-
nology. gested that before a new adjustment was carried out, more

The CODATA Task Group on Fundamental Constantsdata should be in hand that provide a valuerpbf h, and of
was established in 1969. Its purpose is to periodically proR with an uncertainty comparable to that of the correspond-
vide the scientific and technological communities with a self-ing new value and that corroborates it. Although only a value
consistent set of internationally recommended values of thef h that meets this criterion has become available since their
basic constants and conversion factors of physics and chemeport, the CODATA Task Group has decided that, because
istry based on all of the relevant data available at a giverthe 1986 set is some 13 years old and because the data al-
point in time. The first such set was published in 19CZ®-  ready in hand can yield values of the constants with signifi-
DATA, 1973; Cohen and Taylor, 19Y&nd the second in cantly reduced uncertainties, it is time to provide a new set
1986 (Cohen and Taylor, 1986; Cohen and Taylor, 1987 of recommended values.

This paper gives the third such set together with a detailed Because data that influence our knowledge of the values of
description of the 1998 adjustment of the values of the subsehe constants become available nearly continuously, and be-
of constants on which it is based. Like its 1986 predecessotause of the modern and highly beneficial trend of having
the 1998 set of recommended values is available on thgew information immediately and widely available on the
World Wide Web at physics.nist.gov/constants. Web, the Task Group has also decided that 13 years between

The 1973 CODATA adjustment, and to some extent thalgjustments is no longer acceptable. In the future, by taking
of 1986, built on the 1969 adjustment of Taylor, Parker, andhgyantage of the high degree of automation incorporated by
Langenberg1969, which in turn built on the 1965 adjust- the authors in the 1998 adjustment, CODATA will issue a
ment of Cohen and DuMond 965. Adjustments carried out ey set of recommended values at least every 4 years, and
in the 1950s include those of Bearden and Thomd&%7  5re frequently if a new result is reported that has a signifi-
and of Coheret al. (1953. The origin of such endeavors is a0t impact on the values of the constants. This paper has

the pioneering analysis of the values of the constants carriegeen written with this new approach in mind; we have at-
out in the late 1920s by Birgel929. [Birge (1957 later empted both to structure it and to include sufficient detail to

tmhade |ntS|grt1thI objerva;gons con?ernlng_étr:lg ev?jll;atmn hilow future adjustments to be understood with only a dis-
e constants based on 30 years of experigindewed from 06 0o

this perspective, the 1998 adjustment is simply the latest in a It should be recognized that carrying out an adjustment

co_r;tk:r;ullrglgfss ggé;\q-apt\ Zg%irt]m?gn{tec?c:i ﬁgtlgnconsi deration a”provides two important results. The obvious one is a self-
. J ! . consistent set of recommended values of the basic constants
relevant data available by 1 January 1986. Since that closlngnd conversion factors of physics and chemistry; the less

date, a vast amount of new experimental and theoretical, . . vsis of the broad i f .
work has been completed. The relative standard uncertaintié)éjVlous one IS an analysis ot te broad spectrum ot expert-
ental and theoretical information relevant to the constants.

(that is, relative estimated standard deviations—see Sec. 1.9 X ; X
of the results of this new work range from about 203 for In general, such an analysis may uncover errors in theoretical

measurements of the Newtonian constant of gravitation tgalculations or experiments, will reevaluate uncertainties so
3.4x 10~ 13for a measurement of the frequency of the 15_'25that all are expressed as standard uncertainties, may identify

transition in hydrogen, to essentially zero uncertainty for thdnconsistencies among results and weaknesses in certain ar-
analytic calculation of the sixth-order term in the theoretical®@S; Possibly stimulating new experimental and theoretical
expression for the magnetic moment anomaly of the electror!¥0rk, and will summarize a large amount of rather diverse
The impact of the new results reported between the closihformation in one place.
ing date of the 1986 adjustment and mid-1990 on the 1986 It has long been recognized that a significant measure of
recommended values was examined in a status report Bjie correctness and over-all consistency of the basic theories
Taylor and Coher(1990. They found that, in general, the and experimental methods of physics is the comparison of
new results would have led to new values of most of thethe values of the constants as obtained from widely differing
constants with standard uncertainties one-fifth to one-seveng@xperiments. Nevertheless, throughout this adjustment, as a
of the standard uncertainties assigned the 1986 values, am¢rking principle, we assume the validity of the physical
that the absolute values of the differences between the 1988eory that underlies it including special relativity, quantum
values and the new values would have been less than twigaechanics, quantum electrodynami@3ED), the standard
the assigned uncertainties of the earlier values. The reductiaomodel of particle physics, combined charge conjugation, par-

1.1. Background
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ity inversion, and time-reversalCPT) invariance, and—as In evaluating and expressing the uncertainty to be associ-
discussed in Sec. 2.4—the theory of the Josephson and quasted with a result obtained either by measurement or calcu-
tum Hall effects, especially the exactness of the relationshipkation, we follow to a great extent the philosophy, terminol-
between the Josephson and von Klitzing constants and thegy, and notation of theGuide to the Expression of
elementary charge and Planck constart. Uncertainty in Measuremergublished by ISO in the name
of seven international organizations, including IUPAC and
IUPAP (ISO, 1993a [A concise summary is also available
(Taylor and Kuyatt, 1994]

The basic approach described in Beideis straightfor-

We generally use in this paper units of the Internationaward and has been used in the field of precision measure-
System of Units, universally abbreviated Sl from the Frenchment and fundamental constants for many years. Staa-
nameSystene International d’Unite. Detailed descriptions dard uncertainty y) (or simplyu) of a resulty is taken to
of the SI, which is founded on seven base units—the meteiepresent the estimated standard deviatiba square root of
(m), kilogram (kg), seconds), ampergA), kelvin (K), mole  the estimated variangef y. If the resulty is obtained as a
(mol), and candeldcd)—are given in a number of publica- function of estimated values; of other quantities,y
tions (BIPM, 1998; Taylor, 199b =f(Xq, X5, ...), then the standard uncertaintyy) is ob-

We also generally employ symbols for quantities recom-+tained by combining the individual standard uncertainty
mended by the International Organization for Standardizacomponentsi(x;), and covariances(x;, Xj) where appro-
tion (ISO), the International Electrotechnical Commission priate, using the law of propagation of uncertainty as given
(IEC), the International Union of Pure and Applied Chemis-in Eg. (F11) of Appendix F.[The law of propagation of
try (IUPAC), and the International Union of Pure and Ap- uncertainty is also called the “root-sum-of squargstuare
plied PhysicqIUPAP) (ISO, 1993b; IEC, 1992; Mill&t al,, root of the sum of the squanesr rss method.The relative
1993; Cohen and Giacomo, 198Following the recommen- standard uncertaintyf a resulty, u,(y) (or simply u,), is
dations of these bodies, unit symbols are printed in romawmlefined byu,(y)=u(y)/|y|, if y#0, with an analogous defi-
(upright type and quantity symbols in italiloping type.  nition for individual components of uncertainty.

A subscript or superscript on a quantity symbol is in roman Further, the evaluation of a standard uncertainty by the
type if descriptive, such as the name of a person or a particlestatistical analysis of series of observations is termégze
and the subscript or superscript is in italic type if it repre-A evaluation while an evaluation by means other than the
sents a quantity, a variable, or an index that represents &statistical analysis of series of observations is termé&g@e
integer. B evaluation A Type A evaluation of standard uncertainty is

The value of a quantity is expressed as a number times ane based on any valid statistical method for treating data,
unit. Formally, the value of quantith can be written a®\  while a Type B evaluation is usually based on scientific
={A}-[A], where{A} is thenumerical valueof the quantity  judgment using all the relevant information available and an
A when A is expressed in the unfiA] (ISO, 1993h. The  assumed probability distribution for the possible values of
numerical value{A} can therefore be written ag$A}  the quantity in question.
=A/[A], where A/[A] is interpreted to mean the ratio of  As part of our review of the data for the 1998 adjustment,
quantity A to a quantity of the same kind with the value we carefully consider the uncertainty assigned to each result
1[A]. An example of this notation is 1e¥(e/C) J=1.60 in order to ensure that it has been properly evaluated and that
X 107?J, wheree/C is the numerical value of the elemen- it represents a standard uncertainty. We clearly indicate in
tary chargee whene is expressed in the Sl derived unit the the text those cases where we have had to alter an uncer-
coulomb, symbol C. tainty originally assigned by an author, either because of our

Occasionally the reader may find that the stated result of geevaluation or our application of additional corrections. We
calculation involving several quantities differs slightly from glso pay careful attention to correlations among the data,
the result one would obtain using the values of the quantitiegalculating covariances and the corresponding correlation
as given in the text. This is because values of quantities argoefficients whenever deemed necessary based on[Eds.
presented with a number of significant figures appropriate tand (F12) of Appendix F. However, if the absolute value of
their associated standard uncertain(eee the following sec- the correlation coefficient is less than about 0.01, the corre-
tion), whereas the calculations are in general performed withation between those particular items is usually ignored be-
values having more significant figures in order to minimizecgyse of its insignificant consequences.
rounding error. In many cases involving theoretical expressions for quan-
tities it is necessary to evaluate the uncertainty due to terms
that are likely to exist but are not yet calculated. In such
cases we assign an uncertainty, based on experience with

Because the uncertainty assigned to a datum determines ggmilar theoretical expressions where terms are known, such
level of agreement with other values of the same quantity athat the absolute value of the expected contribution of the
well as its weight in a least-squares adjustment, uncertaintyncalculated terms has a probability of 68 % of being smaller
evaluation is of critical importance. than the assigned uncertainty, and we assume that such the-

1.2. Units, Quantity Symbols, Numerical Values,
Numerical Calculations

1.3. Uncertainties
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oretical uncertainties may be treated on an equal footing wittomputational convenience is not a consideration. Second,
statistically estimated standard deviations. The underlyinglividing the data into these categories is somewhat arbitrary,
probability distribution is taken to be normal to the extentand not doing so ensures that all components of uncertainty
that there is a 95 % probability that the absolute value of theand correlations are taken into account. Finally, as discussed
contribution of the uncalculated terms is smaller than twicein Sec. 1.1, it is the intention of the CODATA Task Group
the assigned uncertainty. Further in regard to theoretical exen Fundamental Constants to issue sets of recommended val-
pressions for quantities, in cases where only some terms of @es of the constants more frequently, and one of the purposes
given magnitude have been calculated while other terms thaif this paper is to establish the framework for doing so.
are expected to be of similar magnitude or even larger hav@reating all data in essentially the same way will provide
not, we occasionally follow the practice of not including the continuity between adjustments by avoiding changes in the
known terms and accounting for all omitted terms by meanglassification of quantities from one adjustment to the next.
of an appropriate standard uncertainty. On the other hand, in a few cases in the current adjustment
In presenting numerical data in the text, we folldm  a constant that enters the analysis of input data is taken as a
pary the general form that has become common in the prefixed quantity rather than an adjusted quantity. An example
cision measurement/fundamental constants field. That is, wef the most extreme case is the Fermi coupling constant,
usually write a result as, for example, which is taken to have the fixed value given by the Particle
y=1234.5678012) X 10~ °U [9.7x 10 8], Data Group(Cgsoet al, 1998, becagge the data thgt enter
the current adjustment have a negligible effect on its value.
where U represents a unit symbol and the number in parensn intermediate case is where a quantity is in some contexts
theses is the numerical value of the standard uncertaingy of taken as a variable and in others as fixed. For example, the
referred to the last flgures of the quoted value. Thg numbeg|ectron-muon mass ratime/m,, is taken as an adjusted
in square brackets is the relative standard uncertainty. of guantity in the theoretical expression for the muonium hy-
(Note that we do not use ppm, ppb, and the like to expresgerfine splitting, but it is taken as a fixed quantity in the
relative standard uncertainties, because such symbols are nQfjculation of the theoretical expression for the magnetic
part of the SI. Although not always justified, uncertainties ,oment anomaly of the electramy(th). The reason is that
are usually quoted with two-figure accuracy to limit round- aJ(th) depends so weakly an,/m, that the particular value

ing errors to an acceptable level. In general, numbers with,saq is unimportant. Consistent with these examples, we
more than four figures on either side of the decimal point argynly omit the dependence when it is of no consequence.

written with the figures in groups of three counting from the o \yever, in the intermediate cases, rather than use arbitrary
decimal point toward the left and right, with the exception5j,es for the fixed constants, we effectively use the 1998

that when there is a single separated figure followed by @ccommended values by iterating the least-squares adjust-
two-figure standard uncertainty in parentheses, the single figyant several times and replacing the fixed values by the
ure is grouped with the previous three figures. Thus We,djusted values after each iteration.

write, for example, 1.2345678(12). It should also be under- - Aq i the 1986 adjustment, the initial selection of the data

stood that 12345.6(1.2) means that the standard uncertainy, ho 1998 adjustment is based on two main criteria: the

of the figures 5.6 is 1.2. date on which the result became available and its uncer-
tainty.

Any datum considered for the 1998 adjustment had to be
available by 31 December 1998. As noted in Sec. 1.1, data

In the past, the data entering a least-squares adjustment @fat influence our knowledge of the values of the constants
the constants were divided into two distinct categories: stobecome available nearly continuously, and it is never a
chastic input data and auxiliary constants. In general, stostraightforward task to decide when to carry out a new ad-
chastic input data were those quantities whose values wejgstment. Rather than delay the completion of the current
simultaneously adjusted, while auxiliary constants wereadjustment until a particular experiment or calculation is
those quantities whose uncertainties were judged to be suffsompleted, the above closing date was established with the
ciently small, based on the magnitude of the uncertaintieknowledge that, based on the new schedule for adjustments
and the way the quantities entered the adjustment, that thegee Sec. 1)1 changes in the recommended values of the
could be taken as exact. In other words, if the auxiliary con<constants that might result from the completion of work cur-
stants were treated as stochastic data, their values would nantly underway could be taken into account within 2 years.
be significantly changed by the adjustment. The motivatiorA datum was considered to have met the 31 December 1998
for this classification scheme was in part computational conelosing date, even though not yet reported in an archival
venience(it reduces the number of “unknowns” in the ad- journal, as long as a detailed written description of the work
justment and hence the size of the matrices that must b&as available and allowed a valid standard uncertainty to be
inverted. assigned to the datum.

However, for the following reasons we abandon such cat- As in the 1986 adjustment, each datum considered for the
egorization in the 1998 adjustment and treat essentially all998 adjustment had to have a standard uncertairgyffi-
quantities on an equal footing. First, with modern computerssiently small that its weightv= 1/u? was nontrivial in com-

1.4. Data Categorization and Selection
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parison with the weight of other directly measured values obf results. Simply stated, because of the complexity of mea-
the same quantity. This requirement means that in most casesrements and calculations in the field of fundamental con-
a result was not considered if its standard uncertainty wastants, it is difficult enough to evaluate the uncertainty of a
more than about five times the standard uncertainty of otheresult in this field in a meaningful way, let alone the “uncer-
similar results, corresponding to a weight smaller by a factotainty” of that uncertainty. We have therefore not calculated
of less than 1/25. However, a datum that meets this criterioma value ofv for any input datum and use the standard least-
may still not be included as a final input datum if it affects squares algorithm in our data analyses.

the adjustment only weakly. In further support of our approach, we make the following

This “factor-of-five rule” accounts for the fact that an three observations:
experiment that determines the value of a particular quantity First, although carrying out Type B evaluations of uncer-
with a valid uncertainty one-fifth to one-tenth of the uncer-tainty is rarely easy, it is our experience that such evaluations
tainty achieved in another experiment is necessarily qualitaare usually done reliably for known effects. The difficulty
tively different from the other experiment. In particular, it with an experiment or theoretical calculation most often
must be assumed that the more accurate experiment achievadses from an unrecognized effect, that is, an effect for
its significantly reduced uncertainty because it was designedthich no component of uncertainty has been evaluated be-
and carried out in such a way that systematic effects at aause its existence was not realized. Trying to assign an “un-
level of only marginal concern in the less accurate expericertainty to an uncertainty” based only on known compo-
ment were carefully investigated. nents of uncertainty is not necessarily reliable.

In a number of cases, a particular laboratory has reported Second, as emphasized by one of the CODATA Task-
two or more values of the same quantity obtained from simi-Group-members, if there are doubts about the reliability of
lar measurements carried out several years apart, with then initially assigned uncertainty, then one should use the
most recent value having a smaller uncertainty due to iminformation on which the doubts are based to reevaluate it
provements in apparatus and technique. Because of the mafwhich in most cases means increasing the uncerfasty
factors common to the results, such as personnel, methothat the doubts are removed. In short, all available informa-
equipment, and experimental environment, they cannot bgon should be used in the evaluation of components of un-
viewed as fully independent. Hence, unless there are speciaértainty.
circumstancesduly noted in the text we adopt the general The third and final observation concerns the possibility of
policy that the latest result, which is usually the most accuincluding a margin of safety in the recommended values of
rate, supersedes the earlier results of the same laboratory.the constants as is sometimes suggested. In particular, should

the uncertainty of the values include an extra component so
. that they are “certain” to be correct? We do not include
1.5. Data Evaluation Procedures such an extra component of uncertainty, but rather give the

In the 1986 adjustment, the data were analyzed using tWBest values based on all the available information, which in
extended least-squares algorithms that were designed to iﬁ_pmle cases_meaPs relyllnglotn theTvr?_Ildny of thi resﬁ.lthOf. a
corporate information on the reliability of the initial standard singie exper_n;r]]en or caicula 'O(;]' |_|s Spproacf ’hW Ic h IS
uncertaintyu assigned to each input datum. This information CONSIStent with a view expressed earlier by one of the authors

was quantitatively represented bythe effective degrees of (Taylor, 1972, provides a faithful representation of our cur-
freedom associated withi: it was calculated from the 'entstate of knowledge with the unavoidable element of risk

Welch-Satterthwaite formula and the effective degrees o]‘hat that knowledge may include an error or oversight.

freedom of each component of uncertainty that contributed
to u. In these calculations, the effective degrees of freedom
of each Type B component of uncertainty was somewhat
arbitrarily taken to be 1. This generally led to a compara- The remainder of the paper is organized as follows: Sec-
tively small effective degrees of freedom for each datum. tion 2 deals with special quantities and units such as the
We have taken the opportunity of the 1998 adjustment tspeed of light in vacuune, the unified atomic mass unit u,
review the idea of trying to quantify the “uncertainty of an the conventional values of the Josephson and von Kilitzing
uncertainty” and of using the result of such quantification inconstantsk ;_g, and Rx_g9, and the conventional electric
a modified least-squares algorithm. After due considerationynits that they imply.
we have been forced to conclude that while such an attempt Section 3 and Appendices A—D are the most critical por-
may seem attractive initially, it is virtually impossible to tions of the paper because they are devoted to the review of
implement in a meaningful way. This conclusion wasall the available data that might be relevant to the 1998 ad-
reached as a consequence of our detailed review of literalljustment. This includes theoretical expressions for bound-
hundreds of experimental and theoretical results relevant tetate corrections to magnetic momei®ec. 3.3.2 energy
the fundamental constants, a review which has extended ovégvels of the hydrogen atorfAppendix A), the magnetic
neary a 4 year period and has involved well in excess ofmoment anomalies of the electron and muagranda,, (Ap-
1000 email exchanges with both experimentalists and thegendices B and I and the ground-state hyperfine splitting
rists in an effort to understand and evaluate the uncertaintigs muoniumAw,,, (Appendix D.

1.6. Outline of Paper
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TaBLE 1. Some exact quantities relevant to the 1998 adjustment.

Quantity Symbol Value
speed of light in vacuum c, Co 299792 458 ms*
magnetic constant o 47x10 " NA2=12.566 370614 ..xX10 'NA 2
electric constant (uoc?) 1=8.854187817..x10 ?Fm?

€0
molar mass of?C M(*C) 12x10 %kgmol*
conventional value of Josephson constant K; o4 483597.9 GHz V!
conventional value of von Klitzing constantRy o, 25 812.80%)

The experimental data include relative atomic masses of Section 5 gives, in several tables, the 1998 CODATA rec-
various atoms, transition frequencies in hydrogen, magnetiommended values of the basic constants and conversion fac-
moment ratios involving various atomic particles such as theors of physics and chemistry. Included among the tables is
electron and muon, values dfyvy,,, shielded gyromagnetic the covariance matrix of a selected group of constants, the
ratios involving the proton and the helignucleus of théHe utilization of which, together with the law of propagation of
atom), values of the Josephson and von Klitzing consténits  uncertainty, is reviewed in Appendix F. The tables are fol-
andRy, the producIKﬁRK, the{220 lattice spacing of sili- lowed by a summary of how the 1998 recommended values
cond,,g, the quotienth/m,d,, (M, is the neutron magsthe  are obtained from the values of the subset of constants re-
Faraday and molar gas constants, and the Newtonian cosulting from the least-squares fit of the final input data.
stant of gravitation. Section 6 concludes the main text with a comparison of

In order to keep this paper to an acceptable length, theadhe 1998 set of recommended values with the 1986 set, a
retical calculations and experiments are described only imiscussion of the implications of some of the 1998 recom-
sufficient detail to allow the reader to understand our treatmended values, the outlook for the future based on work
ment of them and the critical issues involved, if any. It is left currently underway, and suggestions for future work.
to the reader to consult the original papers for additional
details and to understand fully the difficulty of experimen-

tally determining the value of a quantity with a relative stan- 2. Special Quantities and Units

dard uncertainty of X108 (one part in 100 millioi, or of

calculating a fractional contribution ofxX110 8 to the theo- Some special quantities and units that are relevant to the
retical expression for a quantity such &asy, . 1998 adjustment are reviewed in the following sections.

There is nothing special about the order in which the maThose special quantities with exactly defined numerical val-
jor categories of data are reviewed. It was selected on thees are given in Table 1.
basis of what seemed reasonable to us, but a different orde
ing could very well have been chosen. Similarly, there is
nothing special about the order in which we review measure-
ments of the same quantity from different laboratories. Fac- The current definition of the unit of length in the SI, the
tors that influenced our ordering choice in any particular caseneter, was adopted by the 17th General Conference on
include the uncertainty quoted by the experimenters, the dai/eights and Measure€CGPM, Confeence Geeale des
the result was published, and the alphabetical order of th@oids et Mesuresin 1983. It reads(BIPM, 1998 “The
laboratories. meter is the length of the path traveled by light in vacuum
To avoid confusion, we identify a result by its year of during a time interval of 1/299 792 458 of a second.” This
publication rather than the year the result became availablelefinition replaced the definition adopted by the 11th CGPM
For example, if a result was given at a meeting in 1988 buin 1960 based on the krypton 86 atom, which in turn re-
the publication date of the paper formally reporting the resuliplaced the original definition of the meter adopted by the 1st
is 1990, the date used in the result’s identification is 199QCGPM in 1889 based on the international Prototype of the
rather than 1988. meter. As a consequence of the 1983 definition, the speed of
Section 4 gives our analysis of the data. Their consistenclight in vacuumc is now an exact quantity:
is examined by first comparing directly measured values of
the same quantity, and then by comparing directly measured C=299792458 ms. @)
values of different quantities through the values of a third A number of the experiments relevant to the 1998 adjust-
guantity such as the fine-structure constartr Planck con- ment of the constants require an accurate practical realization
stanth that may be inferred from the values of the directly of the meter. The three ways to realize the meter recom-
measured quantities. The data are then examined using tineended by the International Committee for Weights and
standard method of least squares, which is described in Agvleasures (CIPM, Comite International des Poids et
pendix E, and based on this study the final input daia  Mesure$ are (BIPM, 1998 (a) by means of the length
cluding their uncertaintigsfor the 1998 adjustment are de- traveled by electromagnetic waves in vacuum in a time
termined. using the relatiod=c t; (b) by means of the wavelength in

%.1. Speed of Light in Vacuum ¢ and Realization of
the Meter
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vacuumA of a plane electromagnetic wave of frequerfcy  2.3. Electronvolt eV, Unified Atomic Mass Unit u,
using the relatiom=c/f; and(c) by means of one of the and Related Quantities

CIPM recommended radiations and its stated wavelength or
stated frequency. The CIPM published its first list of recom-
mended values of specified radiations in 198alled “Mise

The electron volt eV and the unified atomic mass unit u
are not units of the Sl but are accepted for use with the Sl by

en Pratiqueof the Definition of the Meter), and subse- the CIPM (BIPM, 1998. Energies and masses of atomic
quently issued an improved and extendéise en Pratique particles are more conveniently expressed in eV and u than

in 1992 and again in 1997Hudson, 1984; Quinn, 1993: in the corresponding Sl units of energy and mass, the joule
BIPM, 1998. ' ’ ’ " and the kilogram, and in the case of mass, with significantly

For experiments requiring the accurate measurement of gnaller uncertainties. o _
length, except for those related to the determination of the ON€ €lectronvoltis the kinetic energy acquired by an elec-
Rydberg constant, the changes in the recommended valud9n In passing through a potential difference of 1 V in
from oneMise en Pratiqueto the next are well below the vacuum. Itis related to the joule by
uncertainties of the experiments and need not be taken into 1 eV=(e/C) J~1.60x 107197, (5)
account. In the case of the Rydberg constant, the changes
would need to be taken into account in analyzing data thatheree is the elementary charge amdC is the numerical
span the changes in recommended values. However, as dialue of the elementary charge when expressed in the unit
cussed in Sec. 3.2, the older data are no longer competitivé&;oulomb(see Sec. 1)2
and in the newer experiments the frequencies of the relevant The unified atomic mass unit u ig; times the mass
lasers used were determined in terms of the SI definition of(*°C) of a free(noninteracting neutral atom of carbon 12
the second based on the cesium atom. That definition is & rest and in its ground state:

follows (BIPM, 1998: “The second is the duration of m(1%C)

9192631 770 periods of the radiation corresponding to the 1u=m,=—7—~166x 10 ?"kg, (6)
transition between the two hyperfine levels of the ground

state of the cesium 133 atom.” where the quantityn, is the atomic mass constant.

The relative atomic masa,(X) of an elementary patrticle,

. . atom, or more generally an entity X, is defined b
2.2. Magnetic Constant uy and Electric g y y y

Constant €, AX) = m(X) @
r mu ’

The definition of the ampere, the unit of electric current in
the SI, readgBIPM, 1998 “The ampere is that constant wherem(X) is the mass of X. Thu#\(X) is the numerical
current which, if maintained in two straight parallel conduc-value ofm(X) whenm(X) is expressed in u, and evidently
tors of infinite length, of negligible circular cross section, A (12C)=12 exactly.[For particles such as the electron e
and placed 1 meter apart in vacuum, would produce betweesind proton p, the symbahy rather thanm(X) is used to
these conductors a force equal t& 20/ N/m of length.” denote the mass. Further, for molecules the term relative mo-

The expression from electromagnetic theory for the forcdecular mass and symbdd (X) are used.

F per lengthl between two straight parallel conductors a The quantity “amount of substance” of a specified el-
distanced apart in vacuum, of infinite length and negligible ementary entity is one of the seven base quantities of the SI,

cross section, and carrying curremtsand|, is and its unit the mole, with symbol mol, is one of the seven
F ool base units of the SIBIPM, 1998. One mole is the amount
1T~ 27d - (2)  of substanca(X) of a collection of as many specified enti-

. . _— . .ties X as there are atoms in 0.012 kg of carbon 12, where it
This expression and the definition of the ampere in combi-

C ) is understood that the carbon atoms are free, neutral, at rest,
nation imply that the magnetic constgmg, also called the

permeability of vacuum, is an exact quantity given by and in their ground statg. . .

' The molar mas$/(X) is the mass of a collection of enti-
wo=4mXxX10 "NA?2 ties X divided by the amount of substanc€X) of the col-
lection. Clearly, the molar mass of free carbon 12 atoms at
rest,M (*2C), is exactly

— —7 -2
=12.566370614.X10" "NA"~. (3 M(12C)=12x 10 3 kg mol 1= 12M, ®)

Because the electric constaqy, also called the permittivity
of vacuum, is related tp.o by the expressiomy= 1/u,C?, it
too is an exact quantity:

=47X 10 "Hm™?!

where for convenience we introduce the molar mass constant
M, defined by

1 M,=10 3kgmol 1, 9
€0~ TN A-2.2 ;
4wxX10 "NA~“c so that in general
=8.854187817.x10 ¥Fm % (4) M(X)=A(X) M,. (10)
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[Mills et al. (1993 useM® to represent 10°kgmol %, but by Likharev(1986]. When such a Josephson device is irra-

we believe thai , is preferable, because it does not requirediated with electromagnetic radiation of frequerigyusually

a special font,. in the range 10 GHz to 100 GHz, its current vs. voltage
The Avogadro constaritl,~6.02< 107*mol ™! is defined  curve exhibits current steps at precisely quantized Josephson

as the quotient of the molar mass and atomic mass constantmltagesU ;. The voltage of thenth step, wheren is an

integer, is related to the frequenéyby

My
Na="5, (11) nf
u Uyn)= K (18
or equivalently J
M(X) Here K; is the Josephson constant, formerly called the Jo-
A= — . (12) sephson frequency—voltage quotient, because it is equal to
m(X) the step numben times the quotient of the frequency and
For a collection ofL different types of free entities X voltage.[Note that, under certain circumstances, steps that
Xy, ..., X_, the total amount of substance of the collectiveaccurately obey Eq18) with n replaced byn= 3 may also
entity X is be observedGenevs et al, 1993.]
L An impressive body of experimental evidence has accu-
_ mulated since the Josephson effect was predicted nearly 40
n(X)= .21 nxi, (13 years agd@Josephson, 1962hat clearly demonstrates tha

is a constant of nature. For example, with different but small
uncertaintiesK ; has been shown to be independent of ex-
n(Xx;) perimental variables such as irradiation frequency and
X(Xi)zm (14 power, current, step number, type of superconductor, and
_ ) type of junction [see Refs. 12-22 of Taylor and Witt
is the amount-of-substance fractidalso called mole frac- (1989]. In one experimentTsai, Jain, and Lukens, 1988
tion) of entity X;. The mean relative atomic mass of X is \, o< shown thak, was the same for two SNS junctions
given by composed of different superconductdisiased on theim
L =1 step$ to within the 2x 101 relative uncertainty of the
A,(X)=2 X(Xp) A(X), (15 comparison. More recently, it was shown tiatfor a weak
=1 link of the high T, ceramic superconductor YBau0;_ s
and the mean molar mass is was ef-;qual toK; for a weak link of Nb to within the 5
B X 10" ° relative uncertainty of the experimeriTarbeyev
MX)=A(X) My, (16 otal, 1999,
An example relevant to Sec. 3.8 is the mean molar mass The theory of the JE predicts, and the experimentally ob-
M (Ag) of the silver atoms of a given sample containing theserved universality oK is consistent with the prediction,
two naturally occurring isotope¥’Ag and 1%Ag. In this  that
caseM (Ag)=A.(Ag) M, where

2e
Ar(Ag) — X(107Ag) Al 107Ag) + X(109Ag) Ar( 109Ag), (17) K‘]:F ~483598 GHz/V, (19

and x(“Ag)=n("Ag)/n(Ag) is the amount-of-substance \heree is the elementary charge aidis the Planck con-
fraction of the silver isotope of nucleon numkenass num-  stant (Clarke, 1970; Langenberg and Schrieffer, 1971;

and

ben A. Hartle, Scalapino, and Sugar, 1971; Likharev, 19&bme
arguments given for the exactness of EtP) are based on
2.4. Josephson Effect and Josephson Constant the quite general theoretical grounds of flux conservation
K5, and Quantum Hall Effect and von (Bloch, 1968; Bloch, 1970; Fulton, 19¥.3
Klitzing Constant Ry In keeping with the experimental and theoretical evidence,

we assume for the purpose of the 1998 adjustment, as was
This section briefly reviews two truly remarkable quantumassumed for the 1969, 1973, and 1986 adjustmiets Sec.
phenomena of condensed-matter physics known as the J@-1) that any correction to E419) is negligible compared to
sephson effectJE) and quantum Hall effediQHE), as they  the standard uncertainty of measurements invohkng At
relate to the fundamental physical constants. present this uncertainty is larger thax 40 8K, and it is
likely to be larger than X 10 °K for the foreseeable fu-
ture.

It is now well known that the ac and dc Josephson effects
are characteristic of weakly coupled superconductors, for ex- 2.4.2. Quantum Hall Effect
ample, a superconductor—insulator—supercondu¢&®iS
tunnel junction, or a superconductor—normal metal— It is also now well known that the integral and fractional
superconductofSNS weak link[see, for example, the book quantum Hall effects are characteristic of a two-dimensional

2.4.1. Josephson Effect
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electron gas(or 2DEG [see, for example, the book by the 1x 10 ° relative uncertainty of the measuremefifl®ests
Prange and Girvir{1990]. In practice, a 2DEG may be re- of the universality ofRx have also been carried out by other
alized in a high-mobility semiconductor device such as aresearchers; see for example Refs. 28—34 of Taylor and Witt
GaAs—AlGa, _,As heterostructure or a silicon-metal-oxide- (1989 and also Delahaye, Satrapinsky and W(it989;
semiconductor field-effect transistdMOSFET), of usual Piquemal et al. (1991); Delahaye and Bournaudl199J);
Hall-bar geometry, when the applied magnetic flux derBity Hartlandet al. (1991).]

is of order 10 T and the device is cooled to a temperature of The theory of the QHE predicts, and the experimentally
order 1 K. Under these conditions, the 2DEG is fully quan-observed universality dRy is consistent with the prediction,
tized and for a fixed currenrt through the device, there are that

regions in the curve o) vs. B for a heterostructure, or of

Uy vs. gate voltagé) ; for a MOSFET, where the Hall volt- R :E _ M_OC%25 8130 21)
ageUy remains constant & or Uy is varied. These regions K7e2  2a ’

of constantUy are called quantized Hall resistant@HR) ) ] .
plateaus. where as usuat is the fine-structure constant. There is a vast

In the limit of zero dissipation in the direction of current literature on the QHEsee for example the bibliography
flow, the QHR of the th plateatRy(i), which is the quotient COMPiled by Van Degrift, Cage, and Girvia991) of impor-

of the Hall voltage of théth plateauJ (i) and the current, tant papers of the 19804n particular, there have been many
is quantized: publications on the theory behind E(R1) and why it is

believed to be an exact relation, some of which invoke rather
o Up() Rk general principledsee, for example, the books by Prange
Ru()= T (20) and Girvin (1990, Stone(1992, and JanRert al. (1994,
. , ) o the papers for nonspecialists by Yeniii®87 and Watson
wherei is an integer andRy is the von Klitzing constant. (1996, and the popular article by Halperia986].
(The integeri has been interpreted as .the filling factor—the |, analogy with the JE, in keeping with the experimental
number of Landau levels fully occupied and equal to thegng theoretical evidence, we assume for the purpose of the
number of electrons per flux quantum threading the sampléyggg adjustment, as was assumed for the 1986 adjustment,
We confine our discussion to the integral QHE because, tg,a¢ any correction to Eq21) is negligible compared to the
date, no experimental work on the fractional QHE is relevantigndard uncertainty of experiments involviRg. Currently
to the fundamental constantst follows from Eq. (20) that  ihis uncertainty is larger than210 8 Ry, and it is likely to
the von Klitzing constanR is equal to the QHR of theth e |arger than %1079 Ry for the foreseeable future. Since
plateau times the plateau number, and hence is equal to the' andc are exact constants in the SI, this assumption and
resistance of the first plateau. “Eq. (21) imply that a measurement & in the unitQ with

As with the Josephson effect, a significant body of experi- given relative standard uncertainty provides a valuer of
mental evidence has accumulated since the discovery of thgjih the same relative standard uncertainty.

QHE nearly 20 years agon Klitzing, Dorda and Pepper, |t s of interest to note thaRy, «, and the characteristic

1980 that clearly demonstrates thRi as defined by Eq. impedance of vacuunZy= o/ €o= poC~377Q are re-
(20) is a constant of nature. To measure this constant acClzted by

rately, certain experimental criteria must be met. These cri-

teria are given in technical guidelines developed by the Zo=2aR. (22)
CIPM’s Consultative Committee for Electricity and Magne-

tism (CCEM, ComiteConsultatif d’'Hectricite et Magnetism 2.5. Conventional Josephson Constant ~ K;_gg,

formerly Comite Consultatif d’Electriciteor CCE) and pub- Conventional von Klitzing Constant Ry _qq,

lished by Delahay€1989. Although the universality oRy and Conventional Electric Units

has not yet been demonstrated to a level of uncertainty ap- )

proaching that for the Josephson constépt for dc currents It has long been recognized that the Josephson and quan-

in the range 1QuA to 50 p.A and for ohmic contacts to the UM Hall effects can be used to realize accurate and repro-
2DEG with resistances: 1), Jeckelmann, Jeanneret and In- ducible representations of ttgl) volt and(SI) ohm (Taylor

glis (1997 have showrRy to be independent of device type, et al, 1967; von Klitzinget al, 1980. In order to achieve
device material, and plateau number within their experimenintérnational uniformity in measurements of voltage and re-
tal relative uncertainty of about 3610° . In particular, sistance, on 1 January 1990 the CIPM introduced new rep-
these experimenters showed that the anomalous vallRs of resentations of the volt and the ohm for worldwide use based
observed for certain Si MOSFETS are very likely due to theon these effects and conventiottiee., adoptegivalues of the
resistances of the voltage contacts on the devices, and thé@Sephson constak and von Klitzing constan®y (Quinn,

the universal value oRy is found if all the criteria of the 1989. These assigned exact values, denoted respectively by
CCEM technical guidelines are met. In addition, Jeannerefs-eo andRy_go, are

et al. (19995 have shown that for a s_pecially prep_ared set of K_go=483597.9 GHz/V (233
GaAs/AlGaAs heterostructures of widths that varied from 10
pm to 1 mm,Rg was independent of device width to within Rk _90=25812.807). (23b
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They were derived by the CCEM of the CIPM from an Other conventional electric units follow directly frokfy,
analysis of all the relevant data available by 15 June 198&nd Q4,. Examples are the conventional units of electric
(Taylor and Witt, 1989 These data included measurementscurrent and power\gy=Vgo/ Qg0 andWgo=V3/Qq9, which

of Kjand Ry as well as other fundamental constants. Theare related to the Sl units A and W by

goal was to select conventional values of the Josephson and

von Klitzing constantgwithin certain constrainjsthat were QOZMA (269
as close to their Sl values as possible so that the new volt and KRk
ohm representations would closely approximate the volt and K2 R
3-90Rk-90
the ohm. i m— (26b)
For the purpose of the 1998 adjustment, we interpret the K3Rk
CIPM'’s adoption ofK;_go andRy gp as establishing conven-  gqation (26b) is noteworthy, because if one assumes
tional, practical units of voltage and resistantg andQoy  —2¢/h and Re=h/e?, then
defined by ’ ,
Wgo K3 goRk-90
K,=483597.9 GHN/ ¢, (243 wW-_ a n (27)
Rx=25812.80%2q. (24D SinceK; g9 andRk_go have no uncertainty, an experimental

determination of the unit rati?Vg/W with a given uncer-
tainty determines the Planck constémtvith the same rela-
tive uncertainty. This is the basis of the watt-balance mea-
surements of discussed in Sec. 3.7.

(Note thatVyy and Qg are printed in italic type in recogni-
tion of the fact that they are physical quantitjeshe con-
ventional unitsVgg andQqq are related to the Sl units V and

by It is evident that for a voltag¥,
Ky-90 U U K
Vgo=——V (253 _ 2y 2 R0
90 KJ U= V90 90 V90 KJ V. (28)
Rk That is, the numerical value &f whenU is expressed in the
Qe RngoQ* 25D gjunitv, is equal to the numerical value bf whenU is

expressed in the conventional uigy multiplied by the ratio
which follow from Eqs.(23) and (24). K;_g0/K;. Similar expressions apply to other electric quan-
The conventional unit¥q and(2g, are readily realized in  tities; those of interest here are resistaRecurrentl, and
the laboratory: Mg is the voltage across the terminals of an powerP. To summarize,

array of a large number of Josephson devices in series when K
the product of the total number of stepsf the array and the U 90y,

. : C o =y (293
frequencyf of the applied microwave radiation is exactly Voo Kj
483597.9 GHz[see Eq. (18], and 1Qg, is exactly R R
i/25812.807 times the resistance of thie QHR platealsee R=— — & (29b)
Eq. (20)]. Qg9 Rk g0
In practice,Vqo can be realized at éh1l V level with a I Ki g0Rk_90
relative standard uncertainty of less thar 10~ %; and Qg = KR, (299
can be realized at the @ level with a relative standard %0 T
uncertainty that approaches<10 °. Such a small uncer- P K?—QORK—QO
tainty for Vg, is possible because of the development, begin- P= W_go T (290
JIK

ning in the mid-1980s, of series arrays consisting of some
20 000 Josephson tunnel junctions on a single chip capable Throughout the 1998 adjustment we attempt to express all
of generating well in excess of 10 Ysee, for example, electric-unit-dependent quantities in terms of conventional
Hamilton, Burroughs, and Bend997; Popel (1992]. The  electric units. However, in some experiments carried out
above uncertainties fdrqy andQq, have been demonstrated, prior to 1990, an alternative value &; was adopted to

for example, through comparisons carried out by the Interdefine the laboratory unit of voltagé 5z . We denote such
national Bureau of Weights and Measur@&PM, Bureau values byK;_ ,g and apply appropriate factors to convert to
International des Poids et Mesudesf the Josephson effect K;_goo. Further, prior to 1990, no laboratory unit of resis-
voltage standards and the quantum Hall effect resistancgnce was based on the conventional valueRgf but in
standards of the national metrology institutes of variousmost cases of interest the laboratory unit of resistance was
countries with BIPM transportable versions of such stan-<alibrated using the quantum Hall effect. That By is
dards[for JE voltage standards see for example Reymanknown in terms ofQQ, 55 at the time of the experiment. On

et al.(1998; Quinn(1996; Witt (1995; Quinn(1994); Rey-  the other hand, if a laboratory’s practical units of voltage and
mann and Wit(1993; and for QHE resistance standards seeresistance were based on artifact voltage and resistance stan-
Delahayeet al. (1997); Delahayeet al. (1996; Delahaye dards such as standard cells and standard resistors with no
et al. (1995]. connection to the Josephson or quantum Hall effects, then
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we have, for example, in analogy with E¢29a, U sense, of the adjusted constants. Thus the focus of this Re-
=(U/Vag) (Vg V) V, where in general the rativ g /V view of Data section is the identification and discussion of
is not well known. the input data and observational equations of interest for the
1998 adjustment. Although not all observational equations
that we use are explicitly given in the text, all are summa-
rized in Tables 17.A.2 and 19.A.2 of Sec. 4.3.

The acceleration of free fall, or acceleration due to gravity
g, is of course not really a fundamental physical constant: its 3.1. Relative Atomic Masses
fractional variation with height near the Earth’s surface is ) , )
—3x 107 /m, its fractional variation from equator to pole is _ W€ consider here the relative atomic masg) (see

about 0.5%, and it can have significant fractional variations>€¢- 2-3+ of @ number of particles and atoms that are of
over a day at a fixed location, for example, of order o interest for the 1998 adjustment. In this work, the relative

x 1077 at 40° latitude, due mostly to the varying influences&0Mic masses of the electréq(e), neutronA,(n), proton

of the moon and sun. For reference purposes, a conventionar(P): deuterggnAr(d), helion A(h) (the helion h is the
value called “standard acceleration of gravity” given by nucleus_ of the'He ator_r), and alpha particlé(«) are in-
cluded in the set of adjusted constants. The relevant data are

2.6. Acceleration of Free Fall g

Un=9.806 65 m/3 (300 summarized in Tables 2 to 5, and are discussed in the fol-
has been adopted internationaliPM, 1998. lowing sections.
A number of experiments relevant to the 1998 adjustment, 3.1.1. Atomic Mass Evaluation: 1995 Update

for example the measurement IoﬁRK using a watt balance

(see Sec. 3)7 require the determination of a force based on A self-consistent set of values of the relative atomic
the weight of a standard of mass and hence the valgeatf ~Masses of the neutron and neutral atoms has been periodi-
the site of the measurement. Fortunately, significant adcally generated for use by the scientific community for many
vances in the development of highly accurate, portable, angears. The values listed in Table 2 are taken from the 1995
commercially available absolute gravimeters have beedPdate of the 1993 atomic mass evaluation of Audi and
made in recent yearsee, for example, Niebauest al. Wapstra(1993. The update, also due to Audi and Wapstra,
(1995 and Sasagawat al. (1995]. Such instruments allow is available in printed form(Audi and Wapstra, 1995

g to be determined at a given site with a sufficiently smalland a more extensive electronic version is available at
uncertainty that lack of knowledge of is not a significant WWw-csnsm.in2p3.frlamdc/amden.html, the Web site of
contributor to the uncertainty of any experiment of interest inthe Atomic Mass Data CenteéAMDC), Centre de Spectrom-
the adjustment. Indeed, the two most recent internationdftrie Nucleaire et de Spectrortige de Mass¢CSNSM, Or-
comparisons of absolute gravimeters, carried out in 1994ay, France.

(ICAG94) and in 1997ICAG97) at the BIPM and organized The 1995 update and the 1993 full evaluation are the most
by Working Group 6 of the International Gravity Commis- recent Compilations available. The latter repIaCEd the 1983
sion, show thag can be determined with modern absolute full evaluation (Wapstra and Audi, 1985 the results of
gravimeters with a relative standard uncertainty of the ordelhich were used in the 1986 adjustment, and the next full
of 4x107° (Marson et al, 1995; Robertsson, 1989Al- evaluation is scheduled for completion in 2008udi and
though this uncertainty is negligible compared to the apWapstra, 1999 Many of the values given in the 1995 update
proximate 9< 10”8 relative standard uncertainty of the most that are of greatest interest to the 1998 adjustment are
accurate experiment that requires knowledgeyphamely, ~ strongly influenced by the highly accurate mass ratio mea-
the most recent measurementKﬁRK (see Sec. 3.7)2the  surements made by both the MIT and the University of
uncertainty ofg may no longer be negligible if such experi- Washington groups using single ions stored in a Penning trap

ments achieve their anticipated level of uncertainty. (DiFilippo et al, 1995a; DiFilippoet al, 1995b; DiFilippo
etal, 1994; Van Dyck, 1995; Van Dyck, Farnham, and

Schwingberg, 1995; Van Dyck, Farnham, and Schwingberg,
1993a; Van Dyck, Farnham, and Schwingberg, 1993b

The relative atomic mass of the neutrén(n) and its

This portion of the paper reviews the experimental datg o oyment in the 1998 adjustment are discussed in Sec.
relevant to the 1998 adjustment of the values of the constan 3c

and in some cases the associated theory required for their
interpretation. As summarized in Appendix E, in a least-
squares analysis of the fundamental constants the numerical
data, both experimental and theoretical, also cadleserva- To calculate the relative atomic masses of various nuclei
tional dataor input datg are expressed as functions of a setfrom the data of Table 2, and to calculatg(e) from the

of independent variables calledljusted constant¥he func-  measured ratio ®,/m(2C*) (see Sec. 3.1.3.@nd A(p)
tions that relate the input data to the adjusted constants afeom the measured ratim(lzc‘”)/4mp (see Sec. 3.1.3)b
called observational equationsnd the least-squares proce- requires the ionization energi&s given in Table 3. In that
dure provides best estimated values, in the least-squaré¢able, the value quoted for each atom or ion is the energy

3. Review of Data

3.1.2. Binding Energies
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TasLE 2. Values of the relative atomic masses of various neutral atoms, a$asLe 4. Input value of the mass ration§/m(*2C®") and the value of
given in the 1995 update to the 1993 atomic mass evaluation.

Relative atomic

Relative standard

A(e) it implies; values ofA,(p), A/(d), A(h), andA,(«) that may be
inferred from the relative atomic masses of the corresponding neutral atoms
as given in Table 2; and input value of the mass rat(<5520‘”)/4mrJ and the

Atom massA,(X) uncertaintyu, value of A,(p) it implies.
H 1.007 825 032 14(35) 3.5x107%° Relative standard
°H 2.014 101 777 99(36) 1.8x107% Quantity Value uncertaintyu
*He 3.016 029 309 70(86) 2.8x10° %0 !
“He 4.002 603 2497(10) 2.5x1071° 6me/m(**C®") 0.000 274 365 185 898) 2.1x10°°
2g; 27.976 926 5327(20) 7.0x10° Al(e) 0.000 548 579 91112 2.1x10°°
EZS@ 28.976 494 719(30) 1.0x 10:: ALp) 1.007 276 466 835) 3.5x10°1°
Si 29.973 770 218(45) 1.5x10 Al(d) 2.013 553 212 636) 1.8x10°1°
2:Ar 35.967 546 28(27) 7.6x 10-: Al(h) 3.014 932 234 686) 2.8x10° 12
Ar 37.962 732 16(53 1.4x10° Afa 4.001 506 174{L0) 2.5x10"
“0Ar 39.962 383 12(32(240) 7.6x10 1 e
17 . ' -, m(*2C**)/4m,, 2.977 783715 2012 1.4x10°%°
Ag 106.905 0930(60) 5.6x10° ALD) 1.007 276 466 89.4) 14x10°10
109g 108.904 7555(34) 3.1x10°8

. Hwe 1998 recommended value for the factor that relates wave
required to remove one electron from the ground state an " . .
numbers in m* to the equivalent energy in eV. The last

leave the atom or ion in the ground state of the next higher. . . -
L2 . S column of the table gives the ratio of the binding energy to
charge state. The total ionization energies, or binding ener;

. L LT . the energy equivalent of the atomic mass constant obtained
gies E, (the sum of the individual ionization energie®f ;
34 1 . using the 1998 recommended value for the factor that relates
He, “He, and*?C are also given.

In Table 3, the wave numbers for the binding energies forvvave numbers in M to the equivalent mass in u. The un-

'H and?H are obtained from the 1998 recommended value cgrtamhgs qf these two conversion factors are negllg!ble n
) : This application(see Table 30 for their valugsNo uncertain-
of the relevant constants and the analysis of Appendix A. FO{ies are aiven for the binding eneraies in Table 3. because
“He 1 we use the wave number given by Drake and Martin 9 : 9 9 e
they are inconsequential compared to the uncertainties of the

(1998, and for the®He | and “He I difference, we use the ” ) ) . :
value recommended by Martid998. The other wave num- quantities with which the binding energies are used. Indeed,
y ' binding energies represent sufficiently small corrections that

bers are those given by Kgl[)l987). However,. since Kelly's the number of significant digits shown in the last column of
values for hydrogenic helium and hydrogenic carbon are th«tnhe table is more than needed

same as the values calculated by Erick$b®77 who used
the 1973 CODATA value oR,, (Cohen and Taylor, 1973
for completeness we rescale these values by the ratio of the
1998 to the 1973 recommended valuesRof. For informa- We give in Table 4 the measured value of the mass ratio

tion, we also give the binding energies in eV, obtained usingbme/m(lzcm) and the value of the relative atomic mass of
the electronA,(e) that it implies. These are followed by the
values of the relative atomic massk&$p), A,(d), A(h), and
A.() inferred from the data in Tables 2 and 3. The last two

3.1.3. Relative Atomic Masses of e, n, p, d, h, and  « Particle

TasLE 3. Ground-state ionization energies fét and?H, and for neutral
and ionized®He, “He, and'’C, whereE represents, or E, as appropriate

(see text entries are the measured value of the mass ratio
— m(*2C*")/4m, and the value ofA(p) it implies. Each in-
lonization energy p = T oo .
ferred value is indented for clarity and is given for compari-
Atom/ion (10'm™) (ev) 10°E/m,c? son purposes only; in practice, it is the data from which they
iy 1.096 787 717 13.5084 14.5985 are obtained that are used as the input data in the 1998 ad-
2 1.097 086 146 13.6021 14.6025 justment(as noted above, the relative atomic masses of p, d,
*He 1.983 002 24.5861 26.3942
:He It 4.388 892 54.4153 58.4173 TaBLE 5. The variances, covariances, and correlation coefficients of the
He Total 6.371894 79.0014 84.8115 values of the relative atomic masses of hydrogen, deuterium, and the helium
4He 1.983 107 245874 26.3956 three atonfthe covariances involving,(*He) are negligiblé The numbers
4He 4.389 089 54.4178 58.4199 in boldface above the main diagonal aré®lfimes the numerical values of
4He Total 6.372 195 79.0051 84.8155 the covariances; the numbers in boldface on the main diagonal dfe 10
12c times the numerical values of the variances; and the numbers in italics
12e ! 2322 22‘71 ;igggg ;22322 below the main diagonal are the correlation coefficients.
1l . . .

Com 3.862410 47.8878 51.4096 A(H) A(2H) A(3He)
2cw 5.201 784 64.4939 69.2370
2cv 31.623 950 392.087 420.923 Ar(lH) 0.1234 0.0402 0.0027
2cv 39.520614 489.993 526.029 A/(?H) 0.3141 0.1328 0.0088
12C Total 83.083610 1030.105 1105.864 A,(°He) 0.0089 0.0281 0.7330

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



CODATA RECOMMENDED VALUES 1729

h, anda are adjusted constantsThese data are, in addition 6m 6A(6)
to 6me/m(*2C%") andm(*%C**)/4m,, the values ofA(*H), = — - (39
A/(?H), A/(®He), A(*He) given in Table 2, and their rel- m(*’C°")  12-6A(e)+Ey(**C)/m.c

evant covariances given in Table 5. The following sectiongqere, the symbot= is used, because in general an observa-
discuss in some detail Tables 4 and 5 and our treatment Qfynal equation does not express an equakige Sec. 4)3

Al(n). _ _ Although the quantity
a. Electron.Using a Penning trap mass spectrometer,

Farnham, Van Dyck, and Schwinbe@995 at the Univer- , 2R:hc
sity of Washington measured the ratio of the cyclotron fre- m,C™= a2A,(€)
quency of a fully ionized carbon 12 atonf (*2C®") '
=6eB/2mrm(*°C®") to the cyclotron frequency of an elec- in Eq.(34) is a function of adjusted constarexceptingc),
tron f (e)=eB/2mm, in the same magnetic flux densiB;. we take the ratid(*?C)/m,c? to be an exact fixed number,
The value of the ratio they report, which is based on thébecause in this context its uncertainty is negligible and Eqg.
simple mean of six values obtained in separate runs, is  (34) does not have a significant influence on its value. There
are, however, cases in which the dependenaa,of on the

(35

f(12C8T) _ 6m,  6A(e) adjusted constants must be taken into account.
f®  m2cs) A2 Using the vallue of ﬁwze/m(12Q6+) given in Eq.(31) and
the value ofE,(*2C)/m,c? given in Table 3, we obtain from
=0.000274365185888) [2.1x10 °]. Eq. (33
(31) A(e)=0.00054857991112) [2.1x10 °]. (36)

Although adequate resolution was achieved for the determi- Unfortunately, there is no other direct measurement of
nation of f(**C®") using single ions, most of the electron A (e) with which this result may be compared. However,
cyclotron frequency data were taken using small clouds congsing it and the 1998 recommended valueAefp), which
sisting of 5 to 13 electrons in order to achieve the necessanyas a significantly smaller uncertainty, we can obtain a value
resolution. Because of the instability of the magnetic fluxpf the mass ratian,/m, and compare it to other measured
densityB, it was necessary to acquire data over a time periogalues of this ratio. The result fon,/m, based on Eq(36) is
sufficiently long to determine the fractional drift rate Bf

which was about X10 °h™%, and to average out short- Mo _ 1 836.152 667(B9) [2.1x10°9] 37)
term fluctuations that on occasion were observed to be as Mg ' ' '

79 _
dluency ratio resuling fom one of the S runs was obtained 1S 12 De compared tor,/m—1 836,152 701(3712.0
q y 9 10" 8], which was obtained from similar Penning trap cy-

i 126+ i
bylﬁ(:gne Fl)rag)'? gri(:n lecl(:;hi)i;a;? (\glg]g; %\?ééfi(ezit:;fﬁ d clotron frequency measurements on single electrons and pro-
P ' 9 tons at the University of Washington by Van Dyek al.

took into account a number of systematic effects, includin ; I .
. ) 19864, and which was used as an auxiliary constant in the
the influence of the number of electrons in the cloud an

L . . . 986 adjustment. The two values are in agreement, differing
magnetic-field gradients. The net fractional correction for ) -
: . by less than the standard uncertainty of their difference.
such effects that had to be applied to the simple mean of the "
. 9 - . The two less accurate values,/m.=1 836.152 680(88)
six values was-1.6x 10" °. The statistical relative standard _ .
uncertainty of the mean was found to be 220 ° (Type andmp/me=1 836.152 68(10) also agree with Hg.). The
y yp first was obtained by Gabrielsat al. (1990h as a result of

A), while the relative standard uncertainty due to all system- : .
atic effects was 1.810°° (Type B). experiments at CERNEuropean Laboratory for Particle

The relation ofA/(€) to the ratio 61,/m(:2C%*) follows Physics, Geneva, Switzerlantb determine the antiproton—

: roton mass ratio from cyclotron frequency measurements in
from the expression for the masg X) of a neutral atom X P . y req y
: ; . i a Penning trap of a radically different geometry than that
in terms of its constituents:

used in the University of Washington experiments. The sec-
m(X)c2=m(N)c2+Zme2— Ey(X), (32 ond was obtained by de Beauvat al. (1997 from their
analysis of earlier absolute frequency measurements of the
wherem(N) is the mass of the nucleus of the atafhis its ~ 2S-8S/D transitions in hydrogen and deuterium carried out
atomic number, and, is the total binding energy of itd  for the determination of the Rydberg constésee Sec. 3)2
electrons. This relation together with E@1) and the defi- Because the relative standard uncertainty of the Farnham
nition A(*2C)=12 yields et al. (1995 value of A,(e) is about one-tenth of the uncer-
tainty of the value ofA,(e) that could be derived from the
Ep(*?C) m(*%C®") Van Dycket al. (19863 result form,/m,, and because both
2 || 6m, experiments were carried out in the same laboratory using
similar techniques, we view the 1995 result as superseding
or the following observational equation for the value of thethe 1986 result. Therefore the earlier value is not included as
ratio given in Eq.(31): an input datum in the 1998 adjustment.

-1
12+

. (33

1
Ar(e):g mc
u
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b. Proton, deuteron, helion, and particle. Values of the  whereEy(12C*")/m,c? is the relative atomic mass equivalent
relative atomic masse&,(p), A,(d), A(h), andA,(«) may of the binding energy of &C*" atom and from Table 3 is
be calculated by dividing Eq32) by m,c? and solving for equal to 946.952 10~ °. Using this result and the value of

the relative atomic mass of the nuclengN)/m,=A,(N). Ep(*?C)/m,c? also from Table 3, the 1998 recommended
The observational equation for the relative atomic mass of &alue of A,(e), the uncertainty of which is negligible in this
neutral atom X in terms oA\ (N) andA,(e) is thus context, and the value (111(12C“+)/4mp given in Eg.(39),
we find from Eq.(40)
En(X)

A(X)=A(N)+ZA(e) — (38) A(p)=1.0072764668d4) [1.4x10 ). (41

This inferred value, which is the last entry of Table 4, agrees
Evaluation of this expression with the relative atomic massegith the inferred value of\,(p) also given in that table and
of the atoms'H, ?H, *He, and“He in Table 2, the 1998 \hich was obtained fronA(*H). However, the value of
recommended value of(e), and the ratios,/m,c® in A (p) implied bym(*’C**)/4m, has an uncertainty 0.4 times
Table 3 yields the inferred values in Table 4. In this appli-that of the value implied byA(*H). Although the 1995
cation, the uncertainty oA(e) is negligible. value of A(*H) of Audi and Wapstra is based in part on
Because the values oA('H), A(*H), A(°He), and earlier University of Washington mass ratio measurements,
A/(*He) of Audi and Wapstrg1995 are the results of a we take both the 1995 value @,(*H) and the value of
least-squares calculation, they are correlated. Table 5 givef(*2C**)/4m, as input data in the 1998 adjustment. This is
their non-negligible covariances and, for information, thejustified by the fact that the new result was obtained from a
corresponding correlation coefficier{tsee Appendix F, Eq. significantly modified and improved apparatus.
(F12], all based on the covariances given by Audi and Wap- ¢. Neutron. The relative atomic mass of the neutrag(n)
stra in the electronic version of their 1995 update. is one of the results of the least-squares adjustment carried
Recently, the University of Washington group has signifi-out by Audi and Wapstra to obtain their 1995 recommended
cantly improved its Penning trap mass spectrometer by revalues of relative atomic masses. They give
placing the existing magnet—cryostat system by a specially _ 5
designed system that reduces fluctuations of the applied A(n)=1.00866492322) [2.2<10°"]. (42)
magnetic flux density to about 2<10 B h~! (Van Dyck  The input datum that most affects the adjusted value of
et al, 1999h. Such fluctuations were a major contributor to A(n), in the sense that its uncertainty makes the largest
the uncertainties of the group’s earlier mass ratio measuresontribution to the uncertainty oA(n), is the binding en-
ments[see Van Dyck(1999, Van Dycket al. (1995, and  ergy of the neutron in the deuter@y(d). This binding en-
the above discussion of the measurementf8n(**C®")  ergy is determined by measuring the 2.2 MeV captyray
by Farnhanet al. (1995]. Using the new spectrometer, Van emitted in the reaction-Ap—d++. The value ofS,(d) em-
Dyck et al. (19993 have determined the ratio of the cyclo- ployed by Audi and Wapstra in their adjustment is the result
tron frequency of a protoi.(p) to that of a four-times ion- obtained by Wapstrg1990, who calculated the weighted
ized carbon 12 atomi(*2C*") in the same flux density and mean of four different measured valu@reeneet al., 1986;

P
u«C

obtained(Van Dyck, 1999 Adam, Hnatowicz, and Kugler, 1983; Van Der Leun and
Alderliesten, 1982; Vylovet al, 1982. The analysis of

f(p) _ m(**C*") _ A(CH) Wapstra took into account the known error in all four results
f(12C*) 4m, 4A(p) due to the approximate 1810 ° fractional error in the
measurement of thi220 lattice spacing of silicorisee Sec.
=2.9777837152(42) [1.4x10 1. 3.9.1). Of these four values, that of Greeatal. (1986 car-

(39) ried the dominant weight and thus played a major role in the
determination of the 1995 value éf(n) given in Eq.(42).

In this first significant mass-ratio measurement with the new The relation between the neutron mass and the binding
spectrometer, Van Dyckt al. (19993 carefully investigated energyS,(d) is

a number of systematic effects and assigned a component of - ) 5
relative standard uncertaintfype B) to the frequency ratio MC™=mgC”—myc”+ Sy(d), (43)
in the range & 10 ! to 8x 10 ! for each effect. The two which is equivalent to

largest components arex@.0 ** for a residual temperature

and/or pressure effect and<70~** for the influence of the A(n)=A,(d)—A(p)+ idz) (44)
applied axial drive power. The statistical relative standard uC

uncertainty(Type A) is given as 510 1%, or

'I;Qe observational equation for the measured ratio
n L )
m(*2C* )/4m, is, in analogy with Eq(34), A = A(PH)— A (TH)+ Sn(dz) 45
m(*2C*) 12— 4A(e)+[Ey(*2C) — EL(Y2CH)]/myc? myC
4m, 4A.(p) ' if one neglects the inconsequential difference in binding en-

(40 ergy of the electron in hydrogen and deuterium.
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The Greeneet al. (1986 result for the wavelength of the brated once at the time of the 1995 runs and three times at
critical 2.2 MeV capturey ray was obtained at the GAMS4 the time of the 1998 runs. The final result given in E4f)
crystal diffraction facility at the high-flux reactor of the In- is the weighted mean of the two values obtained in the two
stitut Max von Laue-Paul LangeviiiLL ), Grenoble, France, campaigns, and its relative standard uncertainty includes
using a flat crystal spectrometer in a National Institute ofType B components from systematic effects that total 1.1
Standards and TechnologMIST, formerly the National Bu- X107,
reau of Standards, NBSGaithersburg, Md, and ILL col- Based on the Bragg relation, the measured wavelength of
laboration. In the following 10 years, a number of improve-the emitted gamma rayeasiS given by
ments were incorporated into the GAMS4 facility including
a vibration-isolation platform for the crystal spectrometer, Ameas™ 2d220("—'—)(1_
improved angle interferometers, a permanently installed
angle calibration facility, advanceg-ray detection instru- In Eq. (47), d,,ILL) is the{220} lattice spacing of the 2.5
mentation, and temperature stabilization of the spectrometemm thick silicon crystals of the ILL GAMS4 spectrometer at
Motivated by the fact that these improvements might have22.5°C in vacuum. Further, in Eq(47), the volume-
significantly reduced or eliminated errors that were possiblycompressibility-related term in parentheses, with elastic con-
present in the Greeret al. (1986 determination, in a second stantsc,;=165.7 GPa and;,=63.9 GPaMcSkimin, 1953,
NIST-ILL collaboration, Kessleet al. (19994 remeasured accounts for the fact that the crystals were actually in air at
the wavelength of the 2.2 MeY¥ ray. Their result, obtained p~100kPa and the lattice spacing variables we use in the
in two separate measurement campaigfsbruary—March adjustment apply to Si crystals at the reference temperature
1995 and March 1998has an uncertainty that is nearly one- 22.5 °C in vacuungsee Sec. 3)9Since the effect of pressure
sixth of the 1x 10”8 relative standard uncertainty of the ear- on the lattice spacing is small and the elastic constants are
lier result. However, the new result is smaller than the earlierelatively well known, this factor introduces no uncertainty.
result by the fractional amount 42106, Although the rea-  The input datum determined in this measurement is therefore
son for the discrepancy between the two values is not fully
understood, the NIST-ILL researchers put forward plausible —~=_—0 002904 3024@&0) [1.7X10 ]. (48)
reasons why the earlier result might be in error. In view of dzzdILL)
the many GAMS4 improvements and the agreement between In the NIST-ILL experiment, the protons are in hydrogen
the results obtained in two measurement campaigns 3 yeassoms of a plastic target and the incident neutrons have neg-
apart and from three different crystal configurations, the refigible kinetic energy, hence it may be assumed that the ini-
searchers believe that the new result is significantly moreial state is one of a proton and neutron at rest. The final state
reliable, and it is the only one we considEfhe uncertain- consists of a photon and a recoiling deuteron. The relativistic
ties of the other values used by Wapstt890 in his analy-  kinematics of this reaction gives
sis are so large compared to the uncertainty of the new result
that those values are no longer competitive. Note that the C)‘meaS:
work of Ratger, Paul, and Keysef1997 is not relevant, h (mp+ mp)z_mg7

:’heecif“gs JngCSO'?IS?L :g“;o&’ e"’\‘? rg‘g;‘:‘e”dem calibration of . h with the aid of Eq(35), yields the following obser-

The new measurements were carried out with the ”_Lvational equation for the input datum given in E48):

GAI\/!S4 two-axis flat s;'ilicoin crystal spectrometer in trans- Ameas @A, (&) A(n) +A(p)
mission at 26 °C and in air at a pressye-100 kPa. All . “ R PRI
angle measurements were corrected to a crystal temperatured22d!tL)  ReGaadILL) [A((n)+A(p) ]*— A7(d)

of 22'5. ¢ using the accep'ge_d linear the_rmal coefficient O(/vhere doo(ILL) on the right-hand side is also an adjusted
expansion of silicon. Each silicon crystal in the Spectrometer,,\qiant. Note that, although treating the recoil relativisti-

is a 2.5 mm thick plate cut in such a way that #22() ally gives an observational equation that is simpler than its

: . C
Iatltlce planes are perpendicular to the crystal {surface anﬂonrelativistic analog, the nonrelativistic treatment is a good
oriented so that the normal to the crystal planes is normal t?approximation Further, because the valueSgfd) used by
the_ axis of _rotatlon(for a detailed d|scu§5|on of the20 Audi and Wapstra, in their 1995 update has negligible im-
lattice spacing of Si, see Sec. B.dhe final value of thg pact on the determination of their 1995 valuespgf*H) and
relevant first-order Bragg angle from all of the da}ta, taklngAr(zH) (Audi and Wapstra, 1998it is legitimate to use the
into_account all kno_wn_ components of uncertairthoth latter as input data by means of E§8) together with Egs.
Type A and Type B is (in radiang (48) and (50)

Oeac=0.001452 152 225) [1.7x10°7]. (46) As part of their effort to redeterming,(d), Kessleret al.
(19992 compared a presumably representative sample of the

This result is based on 52 Bragg-angle measurements madlel Si crystals to samples of three other Si crystals in order
in February—March 1995 in two separate orders and 89 mede obtain the lattice spacing of the ILL crystal in meters.
surements made in March 1998 in three separate orders. TA#ese three crystals, whose significance is discussed in Sec.
angle interferometer of the GAMS4 spectrometer was cali3.9, are labeled WASO 17, M@, and SH1.(Note that

m) sin ‘gmeas- (47)

My +m,

(49

(50
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throughout this paper, the designation WA®8Qs abbrevi-  surements made over the length of the sample being com-
ated as Wi in equations. The results of the comparisons, pared to the ILL crystal, but due to the limited size of the

which we also take as input data, are sample, this statistical component of uncertainty does not
account for lattice spacing variations among different crys-
daog(ILL) — dpd W17) _8(22)%x10°° (51  tals from the same boule.
dao(ILL) Because there is a total component of uncertainty of 1.6
N x 10”8 common to the uncertainty of the NIST fractional
daaq(ILL) — dap MO™ 4) —86(27)x 10°° (59 differences given above, the covariance of any two of them
daod(ILL) is 258< 10718 [see Appendix F, EqF7)] and leads to cor-
relation coefficients of approximately 0.5.
Aoz ILL) ~ daod SHY =34(22)x10°°. (53) The 1998 recommended value @f(n), which relies
daod(ILL) heavily on the NIST-ILL measurement of the 2.2 MeV cap-
Related results from the Physikalisch—Technische BundesaH—”eV ray, 1S
stalt (PTB), Braunschweig, Germany, are given in Sec. 3.9, A(n)=1.0086649157&5) [5.4x10° 9. (54)

together with additional discussion of lattice spacing com-

parisons. Here we note that the disagreement between NISTomparison of this 1998 value to the 1995 value of Audi and
and PTB lattice comparison results reported by KesslenWapstra given in Eq(42) shows that the uncertainty has
Schweppe, and Deslatt¢$997) has been reduced to a sta- been reduced by a factor of 4.0 and that the new value differs
tistically acceptable level by subsequent work of the NISTfrom the 1995 value by 3.4 times the uncertainty of the latter.
group(Kessleret al., 19991h. This was accomplished by em- This substantial change is apparently due to an error in the
ploying an improved method of surface preparation of theearliery-ray measurement of Greee¢al. (1986.

silicon samples and eliminating temperature measurement
errors. The above results were obtained after these advances
were incorporated into the NIST lattice comparison protocol.

It is important to recognize that crystal designations such
as ILL, WASO 17, M3 4, etc., refer to any one of several
samples from a particular large single-crystal silicon boule, The Rydberg constant is related to other constants by
and in general precision measurements involving a silicon
lattice spacing and lattice spacing comparisons are carried _ ,Mm
out with different samples. Measurements of lattice spacings R.=a 2h °
as a function of position in a boule typically show fractional
variations at the level of X 10~8 or more over its volume, It can be determined to high accuracy by combining the mea-
where the actual variations depend on the level of impuritiesured wavelengths or frequencies corresponding to transi-
in the boule(Kessleret al, 1999b; Windisch and Becker, tions between levels in hydrogenic atoms having different
1990. In general, to account for this variation, we assign aPrincipal quantum numbers with the theoretical expres-
component of relative standard uncertaintyv@fx 10 8 to  sions for the wavelengths or frequencies.
the lattice spacing of each crystal sample, such that the mea- Although the most accurate values Bf. are obtained
sured lattice spacing difference between any two particulaffom measurements on hydrogen and deuterium, for com-
samples from the same boule includes a component of urpleteness we note that similar measurements have also been
certainty of 210 8. Thus the uncertainty of the value of carried out in other hydrogenlike systems. Using Doppler-
Amead d2oo(ILL) given in Eq.(48) contains a component of free two-photon laser spectroscopy, M&asl. (1994 have
relative standard uncertainty @8 108 in addition to the ~measured the frequency of the 1S-2S transition in muonium
components assigned by Kessi¢ml. (1999. For measure- (n" € atom and find
ments involving MG 4 samples, the additional component _
of uncertainty assigned is (&) x 108, because the M4 v1.AMu)=245552900857) MHz  [2.3x10°°].  (56)
crystal contains an unusually large amount of car@dartin - Thjs measurement does not provide a competitive value of
etal, 1999. This uncertainty is consistent with the frac- g 4t present, because its relative standard uncertainty is of
tional difference results obtained at NIST and PTB usingine order of 18 times the uncertainties of measured transi-
different samples of the MG4 crystal. ~ tion frequencies in hydrogen. On the other hand, the value

.The stan(jard uncertainty pf each of t_he above fractiongjy; the muon-electron mass ratim, /m, implied by this
differences includes appropriate uncertainty components faheasurement is closer to being competitive with other val-
sample variation as just discussed, the>a1® 9 standard ues: see Sec. 3.3.9.e.
uncertainty(Type B) of the NIST instrument used to com-  A|so using Doppler-free two-photon spectroscopy, Fee

pare the lattice spacings of different crystals, and the statisst 5], (1993 have measured the 1S—2S transition frequency
tically calculated standard uncertainfyype A) of order 4 iy positronium (e~ atom and find

% 10" ° of each comparisofKessler, 1999 This last uncer-
tainty is the standard deviation of the mean of several mea- v, (P9=1233607216.43.2) MHz [2.6X 10*9]. (57)

3.2. Hydrogenic Transition Frequencies
and the Rydberg Constant R,

(59
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TaBLE 6. Summary of reported values of the Rydberg condianwith a relative standard uncertainty 18<u,< 10 ° and the 1986 CODATA valuéH is
hydrogen and D is deuterium

Atom and Reported value
Authors Laboratory transition R, /m™t 10%,
CODATA 1986 (Cohen and Taylor, 1987 10973 731.53dL3) 12
Birabenet al. (1986 LKB H,D: 25-8D/10D 10973 731.56920) 55
Zhaoet al. (1986 Yale H,D: 2S-3P 10 973 731.5664) 6.5
Zhaoet al. (1987); Zhaoet al. (1989 Yale H,D: 25-4P 10973 731.57@D) 2.6
Beausoleilet al. (1987); Beausoleil(1986 Stanford H: 1S-2S 10973 731.576%) 6.1
Boshieret al. (1987; Boshieret al. (1989 Oxford H,D: 1S-2S 10973 731.57@1) 2.8
Mclintyre et al. (1989 Stanford H: 1S-2S 10973 731.5686) 7.1
Birabenet al. (1989; Garreauet al. (19903;
Garreauet al. (1990h; Garreauet al. (19909 LKB H,D: 2S-8D/10D/12D 10973 731.57(08B) 1.7

8 KB: Laboratoire Kastler-Brossel, Paritaboratoire de Spectroscopie Hertzienne prior to 1994

Because of its large uncertainty compared to the uncertairAndreaeet al. (1992 and that of Nezt al. (1993; the vari-
ties of measured transition frequencies in hydrogen and besus values foR,, from the same laboratory differ because of
cause of the substantially larger uncertainty of the relevandifferences in the theoretical analysis and the auxiliary quan-
theory (Sapirstein and Yennie, 1990this result does not tities used.
provide a competitive value &R., . The measured transition frequencies that we consider as
The 1986 CODATA recommended valueRf , which is  input data in our own analysis for the least-squares adjust-
given in Table 6, was based to a large extent on the 198fnent are given in Table 8. These have been appropriately
value obtained by Amin, Caldwell, and Licht€d981 at adjusted to remove the hyperfine shift by the groups report-
Yale University, suitably corrected for the 1983 redefinitioning the values. Covariances associated with values obtained
of the meter. The experiment was subsequently repeated with the same laboratory are, in general, not reported in the
a number of improvements, yielding the result also given inliterature. However, for the purpose of the 1998 adjustment,
Table 6(Zhaoet al, 1986. The difference between this re- we obtained from the experimental groups the information
sult and the earlier result is not understood. However, a numaeeded to evaluate the covariances, and we include them in
ber of other measurementsRf reported after the 1 January the least-squares calculation. These covariances are given in
1986 closing date for the 1986 adjustment with relative stanthe form of correlation coefficients in Table 14.A.2.
dard uncertainties;, <10 ° agree with the 1986 value of  These data, as well as related data that we do not use, are
Zhao et al. (1986. Such reported values with 18°<u,  reviewed in the following sections, but our discussion is nec-
<10 ° are also listed in Table §Two experiments with essarily brief because of the large number of data and com-
u>10"° reported after the 1986 closing date are not in-plexity of the experiments; the references should be con-
cluded in the tabléHildum et al,, 1986; Barret al,, 1986.] sulted for details. Following this review, we discuss the
Because experiments reported after 1990, which are baselues of the bound-state root-mean-squanes) charge ra-
on optical frequency metrology, have uncertainties at least adius of the proton and deuteron that we consider for use as
order of magnitude smaller than those in Table 6, which arénput data. Such radii enter the theoretical expressions for
based on optical wavelength metrology, we do not considehydrogenic energy levels, as discussed in Appendix A.
the earlier results any further.
More recent measurements Bf, are given in Table 7.
Note that the first six results for the Rydberg constant are The group at the Max Planck Instituf flQuantenoptik
based on two principal measurements of frequencies: that dMPQ) in Garching, Germany and its predecessor at Stanford

3.2.1. MPQ

TasLE 7. Summary of some reported values of the Rydberg conBtamtith a relative standard uncertainty<10~° (H is hydrogen and D is deuteriym

Atom and Reported value
Authors Laboratory transition R, /m™t 102y,

Andreaeet al. (1992 MPQ H: 1S-2S 10973 731.56841R) 38
Nezet al. (1992 LKB H: 25-8S/8D 10973 731.568 B&L) 29
Nezet al. (1993 LKB H: 25-8S/8D 10973 731.568 3#4) 22
Weitz et al. (1994); Schmidt-Kaleret al. (1995 MPQ H: 1S-2S 10973 731.568#4) 28
Weitz et al. (1995 MPQ H: 1S-2S 10973 731.568 @D) 27
Bourzeixet al. (1996a LKB H: 25-8S/8D 10973 731.568 8B) 17
de Beauvoiret al. (1997 LKB/LPTF H,D: 25-8S/8D 10973 731.568 BD) 9

Udemet al. (1997 MPQ H: 1S-2S 10973 731.568 639) 8.3

3MPQ: Max-Planck-Institut fu Quantenoptik, Garching. LKB: Laboratoire Kastler-Brossel, Péréboratoire de Spectroscopie Hertzienne prior to 1994
LPTF: Laboratoire Primaire du Temps et desderences, Paris.
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TaBLE 8. Summary of measured transition frequenciesnsidered in the present work for the determination of the Rydberg comstdht is hydrogen and
D is deuteriun.

Reported value Rel. stand.
Authors Laboratory Frequency intervas) vIkHz uncert.u,
Udemet al. (1997 MPQ vu(1S1,-2S)) 2466 061 413 187.384) 3.4x10° %8
Weitz et al. (1999 MPQ v(2Sy=4S0) — 3 v(1S-2S) 4797 33810) 2.1x10°°
vi(2Sy~4Ds)) — 7 vi(1S1-2S1)) 6 490 14424) 3.7x10°°
vo(2Sy~4S0) — 5 vo(1S1,-2S) 4801 69320) 4.2x107°
5(2Sy~4Ds)) — 7 vp(1Sy-2S,) 6494 84141) 6.3x10°°
Huberet al. (1998 MPQ vp(1S,,-2S5) — vu(1S,,,-2S,)) 670 994 334.64.5) 2.2x10° 1
de Beauvoiret al. (1997 LKB/LPTF vi(2S,,-8S,5) 770649 350 012(B.6) 1.1x10™ 1!
vu(2S,,,~8Ds) 770 649 504 450(8.3) 1.1x10° 1
v1(2S,,—~8Ds)) 770 649 561 584(8.4) 8.3x10° 12
vp(2S,,,-8S,)) 770 859 041 245(B.9) 8.9x10° 12
vp(2S,,—8D5) 770859 195 701(8.3) 8.2x1071?
vp(2S;,,~8Ds),) 770 859 252 849(5.9) 7.7x10 12
Schwobet al. (1999 LKBI/LPTF vu(2Sy,—12Dy)) 799 191 710 472.7(9.4) 1.2x10° ¢
v(28y,-120) 799 191 727 403(7.0) 8.7x10
vp(2S,,~12D;)) 799 409 168 038(8.6) 1.1x10™ 1
vp(2Sy,—-12D5)) 799 409 184 966(8.9) 8.5x1071?
Bourzeixet al. (1996H LKB vu(2Sy-6S0) — 7 vi(1Sy—3S) 4197 60421) 4.9x10°°
v1(2S1~6Ds)) — 3 v (1Sy-3S0) 4699 09910) 2.2x107°
Berkelandet al. (1999 Yale vi(2Sy—4Py) — 3 vi(1Sy—2S00) 4 664 26915) 3.2x10°°
V(2Sy2-4Py) — 7 V(1125 6035 37310) 1.7x10°°
Hagley and Pipkin1994 Harvard vu(2S,—2P;)) 991120012 1.2x10°6
Lundeen and Pipkiri1986 Harvard vi(2Py—2S») 1057 845.09.0 8.5x 1078
Newtonet al. (1979 U. Sussex vu(2P,—=2S,)) 1 057 862(20) 1.9x10°°

MPQ: Max-Planck-Institut fu Quantenoptik, Garching. LKB: Laboratoire Kastler-Brossel, Paris. LPTF: Laboratoire Primaire du Temps etqdesdéas,
Paris.

University have a long history of high-accuracy measureimatch near the 7th harmonic was measured using a phase-
ments of hydrogenic transition frequencies. The MPQ fredocked chain of five frequency dividers. The %40 ‘3rela-
guencies given in Table 8 are the most recent and accurative standard uncertainty is principally statistiqdlype A)
values reported by the group for the indicated transitions andnd arises mainly from the instability of the He—Ne refer-
transition differences. In keeping with the policy stated at theence; the resonant line shape is sufficiently understood that
end of Sec. 1.4, we view the more recent results as supersetiie line center could be determined with a relative uncer-
ing the earlier results. In particular, the 1997 measurement dainty of 1.5< 10”4 if a sufficiently stable optical frequency
the 1S-2S transitioffirst entry of Table 8discussed in the standard were available.
following paragraph and on which the last valueRf in The approximately 5 GHz differences between the fre-
Table 7 is based, supersedes the 1992 measurement of tlgjgencies of the transitions 2,$-4S,,5/4Ds,, and one-fourth
transition on which the other MPQ values Rf, in Table 7  the frequency of the transition 1,$-2S, in hydrogen and
are based. deuterium were determined by direct optical frequency com-
Prominent among the MPQ results is the 4525, tran-  parisons(Weitz et al, 1995. The 1S-2S and 2S-4S/4D
sition frequency with a relative standard uncertainty of 3.4resonances were observed simultaneously in separate 1S and
X 10713 (Udemet al, 1997. This experiment used longitu- 2S atomic beams using two-photon excitation of each tran-
dinal Doppler-free two-photon spectroscopy of a cold atomicsition. The 243 nm radiation used to drive the 1S—-2S two-
beam; the required light at 243 nm was obtained by doublingphoton transition was obtained by doubling the frequency of
the frequency of an ultrastable 486 nm dye laser. Using as am 486 nm stabilized dye laser as in the 1S—2S experiment
intermediate reference a transportable,&khbilized He—Ne described above, and the 972 nm radiation used to drive the
laser at 3.39 um, Udem etal. (1997 compared the 2S-4S/4D two-photon transitions was obtained from a stabi-
1S(F=1)—2S(F=1) resonance frequency to the fre- lized Ti—sapphire laser. The approximately 5 GHz frequency
guency of a cesium atomic clock using a phase-coherent ladifference was determined by measuring the beat frequency
ser frequency chain. The method takes advantage of the nebetween the doubled frequency of the 972 nm radiation and
coincidence of the 1S-2S resonance and the 28th harmonibe 486 nm radiation using a fast photodiode. In order to
of the He—Ne laser frequency. The 2.1 THz frequency misachieve the quoted uncertainty, a number of effects had to be
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investigated and appropriate corrections applied. The lattequency measurements in hydrogen and deuterium with rela-
included corrections fofi) the rather large ac Stark effect in tive standard uncertainties of less thar 10”1, As in the
the 2S-4S/4D transitiongji) second-order Doppler shift case of the MPQ measurements, we view the more recent
based on measurements of the velocity distributions of theesults of the LKB/LPTF group as superseding the earlier
hydrogen and deuterium atoms in the beams; &iiid results of the LKB group. In particular, the 1997 measure-
second-order Zeeman shifffhe ac Stark effect was taken ments of the 2 §,—8S,,/8D5,,/8Ds), transition frequencies in
into account by incorporating it in the theoretical line shapeH and D (Table 8 discussed below supersede the values
and correcting for the residual dependence on laser power lybtained earlier.
extrapolating the beat frequency to zero poywé&everthe- It should be noted that the LKB/LPTF values given in
less, the uncertainties of the frequency differences are domiFable 8 are revised values provided by Biraben and Nez
nated by the statistical uncertainti€ype A) of the beat (199§ that reflect the remeasurement in terms of the Sl defi-
frequency measurements. Based on a detailed uncertainjtion of the second of the LPTF G@DsQ, secondary fre-
budget provided by these experimentévgeitz, 1998, we  quency standar@Rovera and Acef, 199%s well as a num-
have calculated the six independent pairwise covariances ®er of improvements in the analysis of the original data,
the four difference frequencies and, as indicated above, inincluding corrections for the effects of stray electric fields
clude them in the calculations for the 1998 adjustmiém  and blackbody radiation. Further, these researchers provided
corresponding correlation coefficients range from 0.01 taa detailed uncertainty budget for each of the LKB/LPTF and
0.21). LKB frequencies which allows us to calculate the covari-
The 671 GHz difference between the 1,825, transi-  ances of any two valugshe corresponding correlation coef-
tion frequency in deuterium and in hydrogen, commonly re<icients range from 0.02 to 0.57
ferred to as the 1S-2S isotope shift, was measured by com- The 2S-8S/8D transition frequencies were determined by
paring each frequency to a Gistabilized He—Ne laser at inducing two-photon transitions in a metastable atomic beam
3.39um via a phase-coherent frequency chdituberet al,  of either H or D collinear with counterpropagating laser
1998. The experiment is somewhat similar to the measureheams from a Ti—sapphire laser at 778 tide Beauvoir
ment of the 1S-2S transition in hydrogen described abovest a1, 1997. The theoretical line shape used to fit the ob-
but in this case the cold atomic beam contained both hydroseryed resonances took into account the light shift, saturation
gen and deuterium atoms. Using longitudinal Doppler-freeyf the transition, hyperfine structure of the 8D levels, second-
two-photon excitation, Hubeet al. (1998 sequentially ob-  order Doppler shiftbased on the inferred velocity distribu-
served the 18 =1)—2S(F=1) transition frequency in hy-  tjon of the atom} and photoionization of the excited levels.
drogen and the 1§(=3/2)—2S(F=3/2) transition fre- To getermine the absolute frequency of the transitions, the
quency in deuterium. All but about 2% of the frequenCYTi—sapphire laser was compared to a 778 (885 TH2)
difference between the two resonant frequencies was bridgadser diodgLD) stabilized via a two-photon transition in Rb.
with the ai_d of an optical frequency comb gen_erator driven atrpe comparison was carried out using a Schottky diode to
a modulation frequency of 6.34 GHz, spanning a frequencyyiy the two optical frequencies together with a 13 GHz mi-
range of 3.5 THz, and inserted in the frequency chain at g,ovave signal for H48.4 GHz for D. The beat frequency
stage where each frequency of 2-5015"'? and the 671 petween the third harmonic of the microwave frequency and
GHz frequency difference is reduced to its eighth subhary,e approximate 40 GHz optical frequency difference for H
monic. At this stage it was possible to compare this elght|”t144 GHz for D was counted continuously. The frequency
subharmonic of each frequency to the fourth harmonic of thes ihis LD/RD laser at LKB was compared to the frequency
He—Ne reference laser by counting a frequency of 244 MHZt 5 simjlar laser at LPTF by means a 3 km long optical
in the case of hydrogen and 1702 MHz in the case of deut&her The frequency of the LPTF LD/Rb laser, in turn, was
rium. The frequency of the He—Ne laser does not need to b@ompared to a Cs clock using a phase-locked frequency
known, because it drops out when calculating the differenc%hain and a CQIOsQ, secondary frequency standard. In

frequency; it is only required to be stable. However, its Stay,qse measurements, as well as for the other LKB/LPTF and
bility is the dominant factor in determining the 0.15 kHz | kg measurements listed in Table 8, the statistical uncer-

uncertainty of the final result. The uncertainty contributionst intv (T : : -
e A) played a major role in determining the total
from other effects such as ac Stark shifts, dc Stark shifts, ang’:l y (Type A) play ] 9

. S . ncertainty.
pressure shifts are insignificant by comparison. The determination of the 25-12D transition frequencies

3.2.2. LKB/LPTE was similar to that for the 25-8S/8D frequencies; the main
difference was in the measurement of the frequency of the
The group at the Laboratoire Kastler-Bross¢lKB), 400 THz Ti—sapphire laser used to drive the two-photon
Ecole Normale Supeure et UniversitePierre et Marie Cu- transitions(Schwobet al., 1999. In this case, the frequency
rie, Paris, France has a history of high-accuracy spectroscomf the Ti—sapphire laser was measured by comparing it to the
of simple atomic systems. Recently the LKB researcherérequency of a similar auxiliary Ti—sapphire laser and com-
have collaborated with colleagues at the Laboratoire Priparing the sum of this auxiliary laser's frequency and the
maire du Temps et des FreencegLPTF), Bureau National frequency of a 371 TH#809 nm) diode laser to the doubled
de Mdrologie-Observatoire de Paris, to make absolute frefrequency of the 385 TH£778 nm LD/Rb laser standard.
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This measurement at the LKB only determined the sum obf the primary laser required to alternately excite the two
the frequencies of the two lasers. Their difference, and hencgansitions was measured by heterodyning the primary and
the absolute frequency of the 400 THz Ti—sapphire lasemeference lasers. Each observed resonance was fitted with a
was determined by comparison to lasers at the LPTF via tweheoretical line shape that took into account, as appropriate,
optical fibers connecting the two laboratories. One fiber wadackground light, saturation, decreasing metastable beam in-
used to compare a 400 THz laser diode at the LPTF to th&ensity, measured laser intensity fluctuations, and pressure
400 THz auxiliary Ti—sapphire laser and the other to com-shift. Corrections were made for effects such as atomic recoil
pare a 371 THz laser diode at the LPTF to the similar lasefrom the single-photon absorption, the second-order Doppler
diode at the LKB. The 29 THz frequency difference betweenshift, and distribution of atoms among hyperfine sublevels of
these two LPTF lasers was measured in terms of the frethe 2S states. The effect of stray electric and magnetic fields
quency of the LPTF C&/OsQ, secondary standard, using as was estimated to be negligible. The uncertainty of each tran-
an intermediary the ) line of a CQ laser(10 um band in sition frequency is dominated by its statistical uncertainty
the case of H or the ®) line in the case of D. The 25-12D (Type A). Because the uncertainties of the second-order
measurements complement the 2S-8S/8D measuremenBoppler shift correction for the two transitions are common,
because the observed 2S-12D transition frequencies are vettye two frequencies are correlated with a correlation coeffi-
sensitive to stray electric fieldshe shift of an energy level cient of 0.08(Boshier, 1998
due to the quadratic stark effect varies with principal quan-
tum numbem asn’). Hence the 2S—12D results provide a
critical test of the Stark corrections.

Bourzeix et al. (19960 determined the approximately 4
GHz differences between the frequencies of the transitiona_|

25,/7-65,2/6D5/, and one-fourth the frequency of the transi- ;¢ (Lundeen and Pipkin, 198@arried out at Harvard Uni-

tion 18,-3S, in H by exciting the 2S-6S/6D two-photon versity were done in a similar manner using a fast metastable
resonance with a Ti—sapphire laser at 820 nm and the 1S—?§ Y g

wo-bhot ith radiation f th | omic beam and the well-known Ramsey separated-
0-photon resonance with radiation from the same laser aoscillatory—field technique. This method, which employs two
ter two successive frequency-doubling stages. The approx

ls'eparated interaction regions, allows the observation of the
. . . Yransitions with a linewidth significantly less than the 100
measgred using a Fabry—r‘éér_ef(_arence cgwty. The second MHz natural linewidth due to the 1.6 ns finite lifetime of the
doubling of the 820 nm radiation required to induce the2P state. The 50 keV to 100 keV metastable 2S beam of

1S-3S wo-photon transition was challenging; the 205 nnhydrogen atoms used in these measurements was produced

EX rad:jauon CEnS.'StzdbOf #s dplu I§es taht al freqrt:er;c% of 30. by passing a beam of fast protons through nitrogen gas to
Z and was obtained by modulating the length of the cavity ; .o a4 electron and then a state selection region to reduce

containing the frequency-doubling crystal. The experimen}h 2SE=1 lation.(Both t loved
was carried out in such a way that the frequency shift of the e 25F=1) population.(Both measurements employ

. . g =0—F =1 transitions. The technique requires a fast atomic
UV radiation due to the modulation of the cavity canceled - 9 g d

. : beam so that the decay length of H atoms in the 2P state is a
betweer) successive pulses, and the residual frequency Shéftgnvenient laboratory distandef order 5 cm. Microwave
was estimated to b(_a less than 3 l.(HZ' The .researchers too ?gnals that have either O arphase difference are applied in
number of effects into account in analyzing the data an

L tainties. includi ible drift of the | he two interaction regions and the depletion of the meta-
assigning uncertainties, including possibie drift ot € 1aseig;, o population of the beam as a function of microwave

frequenqy, secon.d—order' Doppler effect, Zeeman shifts, df‘:requency is observed. The narrow decay profile is obtained
Stark shifts, and light shifts. by taking the difference between the distributions for the 0
andw phase difference.
3.2.3. Yale University In these experiments, a critical factor was control of the
relative phase of the oscillatory fields in the two interaction
The measurement in hydrogen of the difference betweeregions. The main effect of error in the relative phase was
the 2§,—4P,,/4P;, transition frequencies and one-fourth eliminated in both experiments by combining data with the
the 1§,-2S, transition frequency carried out at Yale Uni- relative time order of the two interaction regions inter-
versity used two tunable lasers at 486 nm, one the primarghanged. Similarly, residual first-order Doppler shifts were
laser, the other the reference laser locked to an appropriasiminated by reversing the direction of propagation of the
saturated absorption line if*°Te, (Berkeland, Hinds, and oscillatory fields. Many other possible corrections and
Boshier, 1995 The primary laser was used to observe thesources of uncertainty were also considered, including time
2S-4P single-photon resonance in one beam of H atoms andilation due to the fast beam motion, Bloch—Siegert and ac
after its frequency was doubled, the Doppler-free two-photorStark shifts, incomplete cancellation of the phase-
1S-2S resonance in another beam of H atoms. The firstndependent part of the 0 andphase signals due to power
order Doppler shift of the 25—4P resonance was reduced to\ariation, overlap of the oscillatory fields in the two interac-
negligible level by ensuring that the laser beam was nearlyion regions, and the effect of stray electric and magnetic
perpendicular to the atomic beam. The change in frequencijelds. The statistical uncertain{fype A) dominates the un-

3.2.4. Harvard University

The measurements in hydrogen of the, 2P, interval
agley and Pipkin, 1994and classic 2R,—2S,, Lamb
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certainty of the 2§,~2Py, result of Hagley and Pipkin mined by measuring the decay length of atoms in the 2P state
(1994, while Type B components of uncertainty dominate and deducing the velocity from the theoretically calculated

the uncertainty of the 2R—2S, result of Lundeen and Pip- decay rate. This required measurement of the decay length
kin (1986. and calculation of the decay rate with an unprecedented rela-

tive uncertainty of less than>210 ©. These and other issues
3.2.5. University of Sussex have been discussed in the literature, and in our view the
reliability of the measurement and calculation at this level of
The measurement of the classic,;2P2S, Lamb shift at  ynpcertainty has not been establishe@inds, 1988;

the University of SusseNewton, Andrews, and Unsworth, karshenbtm, 1994: Pal'chikov, Sokolov, and Yakovlev,
1979 was done using a single microwave region in the formj997: Karshenbion, 1995.

of a 50} transmission line, which has the advantage of a Earlier results(mainly for the classic Lamb shift, the

higher signal strength, less complex apparatus, and a simplers ,_2p,, interval, and the fine-structure interval
line-shape analysis compared to the separated-oscillatorg-p ,—2p,,, all in hydrogen are omitted either because of
field approach. In this experiment, a 21 keV beam of hydrotheir |arge uncertainties or significant disagreement with the
gen atoms in the metastable 2S state was produced byiore modern measurements. Summaries and discussion of
charge-exchange collisions of protons with molecular hydrogarlier work are given by Pipkin1990, Cohen and Taylor
gen gas in a cell followed by hyperfine state selection tq1973, and Tayloret al. (1969. [Note that the result of

increase the fraction of atoms in the 5¢1) state. The gafinyaet al. (1980 listed in Pipkin(1990 is corrected by
beam entered the microwave region in which the micro-Hagley and Pipki1994).]

waves propagated perpendicular to the beam direction in or-

der to eliminate first-order Doppler shifts. Residual first-

order Doppler effects were canceled by reversing the 3.2.7. Nuclear Radii

direction of propagation of the microwave fields. The applied ) ) o )
microwave power was carefully controlled in order to keep it _1he theoretical expressions for the finite nuclear size con-
constant as the frequency was swept through the resonanf@utions to hydrogenic energy levels in Appendix A are
in order to avoid a shift of the apparent line center. Since th@iven in terms of the bound-state nuclear rms charge radius
goal of the experiment was to measure the center of th&n With N—p, or N—d for H or D. The values oR, andRy
resonance with an uncertainty of less thag, of the line- that we consider as mpqt data are determined from elastic
width, a reliable expression for the theoretical line shape wa§l€ctron—nucleon scattering experiments. o
necessary and required precise knowledge of the electric A cOmprehensive analysis of the relevant existing low-
field in the transmission line. Possible corrections and®nd high-energy e—p data and low-energy neutron—atom
sources of uncertainty considered in this experiment includéat@ based on dispersion relations, together with various the-
the Bloch—Siegert shift, motional electric fields due to theoretical constraints, has yielded the result for the proton scat-

earth’s magnetic field, time dilation, power and frequencytering radius r,=0.847(8) fm (Mergell, Meilner, and
measurement, stray electromagnetic fields, and4 reso- Dreschsel, 1996 This value differs somewhat from the ear-

nances. The uncertainty of this result is in fact dominated byier valuer,=0.862(12) fm(Simonet al, 1980. Although

Type B components of uncertainty. this earlier result is based solely on low-energy data, such
data are the most critical in determining the value pf[We
3.2.6. Other Data do not consider still earlier values, for example,

=0.805(11) fm(Hand, Miller, and Wilson, 1963 because

A number of other potentially relevant results have beerthe more recent results had available a larger set of data and
reported, but are not included in the 1998 adjustment for amproved methods of analysjsMergell et al. (1996 have
variety of reasons. stressed the importance of simultaneously fitting both the

The result 10578525 kHz for the classic hydrogen proton and the neutron data and note that if the value of
Lamb shift obtained by van Wijngaarden, Holuj, and Drake0.862 fm is used, one cannot simultaneously fit both sets of
(1998, based on the anisotropy of emitted photons in ardata in their dispersion-theoretical analysis. Clearly, to ob-
applied electric field, is not included, because its agreementin a more accurate value of, improved low-energy data
with the Harvard University and University of Sussex valuesare necessary. In the absence of additional information, for
is viewed by van Wijngaardeet al. (1998 as a verification the purpose of the 1998 adjustment we takeg
of the anisotropy method rather than an independent deter=0.8545(120) fm, which is simply the unweighted mean of
mination. This verification was deemed necessary because @fe values of Mergelet al. (1996 and Simonet al. (1980
the disagreement between the theoretical value of the Lamiaith the larger of the two uncertainties.
shift in He" and the experimental result obtained using this For hydrogen, in the context of the expressions in Appen-
method. dix A, R, is the same as,, and hence

The result 1057 851(4.9) kHz for the Lamb shift in hy-
drogen reported by Pal'chikov, Sokolov, and Yakovlev Rp=0.854%120) fm. (58)
(1989 is also omitted. For this experiment, it was necessaryNote that for the proton, as well as for the deuteron dis-
to know the velocity of the metastable beam; it was detercussed below, the interpretation of the quoted value obtained
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from the scattering data depends on whether muonic and/or =g uni. (64)

hadronic vacuum polarization has been included as a coree- - 64 _ et /2m. is th | ton. defined i
tion to the dataFriar, Martorell, and Sprung, 1999How- n Eq.(64), uy=eh/2m, is the nuclear magneton, defined in

ever, at the level of uncertainty of current interest, suchanalogy with the Bohr magngton, anals. the spmz quantum
vacuum polarization effects may be neglected. number of the nucleus defined Hy=i(i+1)4% and I,

The world data on elastic electron—deuteron scattering,:_'h’ Y (—1), 'ff’ vyherelz Is the spin projection.
consisting of some 340 data points below 10 GeMomen- However., in some publications moments pf nucleons are ex-
tum transfer, has been used by Sick and Trautn{a@a8 in pressed.ln terms (')f.t'he Bohr magneton with a corresponding
a thorough analysis that includes Coulomb distortion to deghange n the definition of thg—fac_tor. .
termine the deuteron rms charge radius; the result, includina fMagnetlc mome”‘Sa magn_et|c_ moment ratlos_, a_md
their dispersion correction of 0.0024 fm, isr 4= 2.128(10) -factors of various pa_rtlcles which |_mpact the_ determmaﬂ_on
fm. These authors emphasize the importance of treating aﬂf ot_her constants of interest are discussed in the_ following
of the available data simultaneously in order to maximallyseCt'onS' and the relevant data are summarized in Table 9.

constrain the momentum-transfer dependence of the forn(1The shielded gyromagnetic ratios of some of the same par-

factor and thereby obtain a reliable value for the rms radiust.'cIes are discussed in Sec. BAIso given in Table 9 are

Because of the completeness of their treatment, this is th alues of quantities of interest that may be inferred from the
only result we consider for the 1998 adjustment. We not ata, as discussed in connection with each experiment. As in
that it is consistent with the result of a model calculation byTable 4, each such inferred value is indented for clarity and

Friar, Martorell, and Sprung1997 based on nucleon— is given only for comparison purposes. In practice, the
nucléon scattering data source data are used as input data for the 1998 adjustment.

As discussed in Sec. A.8 of Appendix Ry is related to

rq by 3.3.1. Electron Magnetic Moment Anomaly  a,
) 3/ mg\?2 ) The electron magnetic moment anomalyis defined as
Re=\/rgt—-|—| Ag, (59
4\ my =|99|_2=|Me|—1 (65)
which yields, based on the 1998 recommended values of ¢ 2 MB ’
me/Mg andAc, whereg.=2u./ug is the g-factor of the electron ang, is
Ry=2.13010) fm. (60)  its magnetic moment. The electron and positron anomalies
have been measured in a classic series of experiments at the
3.3. Magnetic Moments and g-Factors University of Washington in which individual electrons or

positrons are stored in a Penning trap immersed in a liquid
The magnetic moment of any of the three charged leptonkelium bath at 4.2 K in an applied magnetic flux density of

(e, w, 7) is written as order 5 T(Van Dyck, Schwinberg, and Dehmelt, 1986b; Van
e Dyck, 1990; Van Dyck, Schwinberg, and Dehmelt, 1991
p=g 55, (61)  The anomaly is obtained from the relatiag= f,/f . by mea-
m

suring, in the same magnetic flux densBy the anomaly
whereg is theg-factor of the particlem is its mass, andis  difference frequency,=fs—f. and cyclotron frequency,
its spin. In Eq.(61), e is the elementary charge and is posi- =€B/2mm,, where fs=geugB/h is the electron spin-flip
tive. For the negatively charged leptofes, n~, andt"), g (often called precessigrfrequency. In practice, the mea-
is negative, and for the corresponding antiparti(ﬁﬁs M+. sured frequencieﬁ; andfé are shifted from their free-space
andt*) g is positive. CPT invariance implies that the massesvaluesf, andf by the electrostatic field required to confine
and absolute values of t@factors are the same for each the electron in the trap, and corrections for these shifts must
particle—antiparticle pair. be made from a measurement of the frequency of the elec-

These leptons have eigenvalues of spin projectipn tron’s axial motionf,.
==*#/2, and in the case of the electron and positron it is The values reported for the electron and positron anoma-

conventional to write, based on E@1), lies by Van Dyck, Schwinberg, and Dehm¢lio87h are
9e a, =1.15965218843)x10 3 [3.7x10° 9] (669
Hemg e 02 . —1150652187013)x10° [3.7x10°%].  (66b)
e+_ . . .
where ug=efi/2m, is the Bohr magneton. The 4.3 10" *? standard uncertainty given by these authors
For nucleons or nuclei with spih the magnetic moment  for the electron is a combination of the 0%620 2 statisti-
can be written as cal standard uncertaintyType A) of the weighted mean of
e four individual measurements, a standard uncertaifpe
r=95— [, (63 B) of 1.3x 10 2 to allow for a possible residual microwave
P power shift, and a standard uncertaintyype B) of 4
or X 10 *? associated with possible cavity resonance ef-
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TaBLE 9. Summary of data related to magnetic moments of various particles, and inferred values of various

quantities.
Relative standard
Quantity Value uncertaintyu, Identification Sec. and Eq.
a, 1.159 652 1883(42% 10 ° 3.7x10°° UWash-87 3.3.168)
a Hay) 137.035 999 5&2) 3.8x107° 3.3.1(72)
pe-(H)/ 1p(H) — 658.210 7058(66) 1.0x10°8 MIT-72 3.3.3(95)
pe 1ty — 658.210 6876(66) 10108 3.3.3(99
a(D) e (D) —4.664 345 392(50% 10~ * 1.1x10°8 MIT-84 3.3.4(100
ol e —4.664 345 537(505 104 1.1x10°8 3.3.4(104
e (H) — 658.215 9430(72) 1.1x10°8 MIT-77 3.3.6(115
w1 — 658.227 5970(72) 14108 3.3.6(116)
il i —0.761 786 1313(33) 4.3x10°° NPL-93 3.3.7(117
and g —0.684 996 94(16) 2.4x10°7 ILL-79 3.3.8(122
Bt g 3.183 344217 5.3x10 7 SIN-82 3.3.9.94133
m, /mg 206.768 3411) 5.3x10°7 3.3.9.a(135
v(f,) 627 994.7714) kHz 2.2x1077 LAMPF-82  3.3.9.h(145
Mot g 3.183 346111) 3.6x10°7 3.3.9.b(147
m,, /me 206.768 21074) 3.6x107 3.3.9.b(149
Avpy 4 463 302.8816) kHz 3.6x10°8 LAMPF-82  3.3.9.b(144)
a?t 137.036 00(R0) 1.5x10°7 3.3.9.d(158
v(f,) 668 223 16657) Hz 8.6x10°8 LAMPF-99 3.3.9.¢(153
Bt g 3.183 345 1839) 1.2x10°7 3.3.9.¢(155
m,, /mg 206.768 28825) 1.2x1077 3.3.9.¢(156)
Avpy 4463 302 7663) Hz 1.2x10°8 LAMPF-99 3.3.9.0(152
at 137.035 993(83) 6.0x10 8 3.3.9.d(159
R 0.003 707 21@7) 7.2x10°® CERN-79 3.3.10.4164)
a, 1.1659231(84x 10 3 7.2x10°8 3.3.10.a(165
at 137.035 1898) 7.2x10°® 3.3.10.¢(169)
R* 0.003 707 22(18) 1.3x107° BNL-99 3.3.10.b(166)
a, 1.16 925(15)x 1073 1.3x10°° 3.3.10.b(167)
a ! 137.034918) 1.3x107° 3.3.10.¢(170

fects. For the positron, the statistical standard uncertainty afnodes would be less significant. That the interactions with
the weighted mean of five individual measurements is 0.93uch cavity modes were reduced was revealed by the fact
X 10" '2 and the other uncertainties are the same as for ththat in this trap the lifetime against spontaneous decay of
electron. The two values agree to well within their combinedcyclotron orbits was close to the free-space value, as com-
statistical uncertainty. pared to the trap used to obtain the results in &), in
Cavity resonance effects have long been recognized aswhich the lifetime of the cyclotron orbits was ten times
possible source of systematic error in the measuremeayt of longer than the free-space value.
(Dehmelt, 198}, a review has been given by Gabrielse, Tan, Van Dycket al. (1991) used this trap to measueg, but,
and Brown(1990a. For more recent work see Mittlemann, due to the trap’s sensitivity to variations of the ambient mag-
Dehmelt, and Kim (1995, Dehmelt (19943, Dehmelt netic field, the results from the 14 runs were spread out in a
(1994h, Gabrielse and Tan(1994), Tan and Gabrielse distribution that does not appear to be due to purely random
(1993, Dehmelt, Van Dyck, and Palmét992, and Tan and variations. Because of the nature of the distribution, these
Gabrielse(1991). The uncertainty of %10 2 assigned by authors give the simple mean of the 14 values as their result
Van Dyck, Schwinberg, and Dehmglt987h to take into  for a, and the experimental standard deviation of the 14
account possible cavity resonance effects is based on inforalues(relative to the simple mearas its uncertainty:
mation derived from their additional experimental investiga- _ 3 9
tions (Van Dyck et al, 1987a together with an application 3. =1.159652 185640) X 10 [3.4x10°7]. (67)
of the theory of Brownet al. (19853 and Brownetal. No additional component of uncertainty for cavity shifts was
(1985h; see also Dehmett al. (1992. included because the lifetime evidence mentioned above in-
To further study uncertainties due to cavity effects, Vandicates that the interactions with cavity modes were negli-
Dyck et al. (1991 constructed a trap with a low€J in order  gible at the quoted level of uncertainty. Equatitv) is
to produce an environment in which interactions with cavityconsistent with Eq(66). However, in view of the nature of
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the distribution of the results of the 14 runs, these authors do 2@ [ @ 2 o @ 3

not consider this result as replacing the earlier work, but Ay QED)=C¢™| —|+Ce”| —| +Ce”| —

rather as a confirmation of their>410~'? uncertainty as-

signed to account for possible cavity effe¢Behmelt and @ @ 4 (10) @ s

Van Dyck, 1996. +Cel| ) G o) T (70

In light of the above discussion, we use the data that lead - (2n)
to the results given in Eq66) to determine a single experi- Where the coefficients<C™, as well asa{weak) and
mental value of, for use in the 1998 adjustment. Since we ae(hqd), are given in Appen(yx B. As 'nd'cated in that Ap-
assume that CPT invariance holds for the electron—positroR€Ndix, the standard uncertainty af(th) is
system, that value is obtained by taking the weighted mean u[ag(th)]=1.1x10 12=0.98x 10 %a, (701

of the data for both the electron and positron. The result is . _ . -
and is due almost entirely to the uncertainty of the coefficient

c®,
Equating the theoretical expression wig(exp) given in

where the standard uncertainty consists of the foIIowingEq' (68) yields
components based on the values given by Van Dyck, a Ya)=137.03599958&2) [3.8x10°°], (72

; . —12 it
Schwinberg and DehmeltL987: 0.52<10 * statistical .which is the value included in Table 9. The uncertainty of

standard uncertainty of the weighted mean of the nine indi- . i .
vidual measurementéType A): 1.3x 1012 for a possible ag(th) is about one-fourth of the uncertainty af(exp), and

microwave power shiftType By: and 4x 10~ 12 for possible thus the uncertainty of this inferred value @fis determined

. . : ) mainly by the uncertainty oBg(exp). This result has the
cavity resonance effect3ype B). The Birge ratio associated : :
with this weighted mean for—8 degrees of freedorfsee smallest uncertainty of any value afcurrently available.
Appendix B is Rg= Vx?/v=0.73, indicating that the data
are consistent. We also note that the unweighted mean of the
nine measurements and the experimental standard deviation
of this mean, which are 1.159652 18790 2 and 0.52
X 10 12 respectively, agree well with the corresponding
weighted values.

a,=1.1596521883%2)x 1073 [3.7x10 °], (69

3.3.2. Bound-State Corrections for Magnetic Moments

The experiments relevant to the magnetic moments of the
particles of interest in this paper are done on hydrogenic

It is important to note that the result in E¢68) is in atoms that contain these particles, namely, hydrogen, deute-

agreement with earlier results of the University of Washing-”um’ a_nd muonium, each in the grourits) state. In order_
. to obtain the free-space magnetic moments of these patrticles,
ton group, but supersedes those results because of improv

et i mehodology and understanding.For exampe, S TESSSSAY [0 6Bl et sonectons o secour for
value a, =1.159 652 193(4% 10 3 was reported in 1984 y '

Van Dyck, Schwnber,and Denmel, 98anich was n ¢ S80I e of i o of e bowrdetor 0
fact the value used in the 1986 adjustment but with the stan- g ' i y

. : 12 . considering the contribution to the Hamiltonian from the in-
dard uncertainty increased from the<40 " assigned by teraction of the atom with an applied magnetic flux denBit
the authors to 18 10 *? to account for possible cavity ef- bp 9 y

fects. [The 1984 value was subsequently correctecago written in terms of the magnetic moments of the constituent

—1 1'59 652 189(4% 10 by Van chk et);l (1991 as a particles in the framework of the Pauli approximation. For
' N y y ' . example, for hydrogen we have

result of taking into account the effect of the microwave

power] The values reported in 1981 werea. H=B(H) pe - tpy— pe-(H)-B— puy(H)-B
—1.159652200(40¢ 103 and a,.=1.159652 222(50)

X103 (Schwinberg, Van Dyck, and Dehmelt, 1981; :Z_wA,, s'l—gf(H)@s-B—g(H)ﬂl'B
Schwinberg, Van Dyck, and Dehmelt, 1984; Van Dyck Ao ¢ h A

et al,, 19849. (73

A value of the fine-structure constaatcan be obtained
from the University of Washington weighted mean experi-
mental value ofa,, given in Eq.(68), by determining the
value a(a,) for which a (exp)=ac(th), whereag(th) is the
theoretical expression fax, as a function otv. The theory of X
a, is briefly summarized in Appendix B; a more detailed f°!loWing paragraphs.

review will be the subject of a future publication. Following . & El€ctron in hydrogenThe main theoretical contribu-
Appendix B, we have tions to theg-factor of the electromge-(H) in the 1S state of

hydrogen may be categorized as follows: Difaglativistic)
value gp; radiative correctionsAg,,q; recoil corrections
AQec- Thus we write

whereB(H) characterizes the strength of the hyperfine inter-
action,Avy is the ground-state hyperfine frequensys the
spin of the electron, andis the spin of the nucleus, i.e., the
proton. The individual cases of interest are discussed in the

a(thy=a4 QED) + a4 weak + a4 had, (69
with ge*(H):gD+Agrad+Agrec+'" ) (74
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where terms accounting for finite nuclear size, nuclear polarand we make the analogous approximation for the higher-
ization, weak interactions, etc., are assumed to be negligiblerder coefficients. With these approximations, the result for
at the current level of uncertainty of the relevant experimenta g,,q IS
(relative standard uncertainty~1x108). 1
i H o
Breit (1928 obtained the exact value AGrag= —2[(0534 —(Za)z) ;)
2 3
o
o2,
v

12
go=" 3[1+2V1-(Za)?]

=—2[1- 3(Za)*~ $(Za)*+- -] (79

o
+ cg“)( - (81)

from the Dirac equation for an electron in the field of a fixed The preceding termagp andAg,,q4 are based on the ap-
point charge of magnitude. [Although we are concerned proximation that the nucleus of the hydrogenic atom has an
only with cases in whicfz=1, in Eq.(75) and the following infinite mass. The contribution to the bound-statéactor
discussion we display th& dependence explicitly to distin- associated with the finite mass of the nucleus, represented
guish between binding corrections and corrections for a fre@ere byAg,.., has been calculated by Grot¢h9700 with
particle, i.e., for the casg=0.] the result

The radiative corrections may be written as

2

Ie
AQrec= — (Za)2—+--+, (82)
AQrag=—2 Céz)(Za) + Ct(;l)(Za) +--- ree N

o o
™ ™
(76)  wheremy is the mass of the nucleus. This term and higher-

. (2n) . _order terms have been obtained by Grott871); Hegstrom

v_vhere the coefﬁmentﬁ:_e (Za)_ are slowly varying func (1971 Faustov (1970 Close and Osborr(1971): and

tions of Za corresponding tm virtual photons. These coef-

ficients are defined in direct analogy with the correspondin Grotch and Hegstrortl97]) [seg also HegstronﬁL%Q and

gbrotch (1970a]. We have not included these higher-order

coefficients for the free electron given in Sec. 3.3.1 so thatterms in Eq.(82), because they are negligible compared to

lim C"(Za)=C@". (770 the uncertainty of the relevant experimefitsss than 1 % of
Za—0 the experimental uncertainty in this casand because addi-
The coefficientC{?)(Za) has been calculated to second tional terms that could well be larger, Sf)Ch as the binding
order inZa by Grotch(1970a, who finds correctlon_s _to the fourth-order coefﬂme@é , have not yet
been explicitly calculated.
CP(Za)=CP+ &(Za)?+-- The quantity of interest is the ratio of the bound-electron

g-factor in hydrogen to the free-electrarfactor:
=3+ $5(Za)’+-
ge-(H) . Op T AGragt AQrect - 83
=0.50000443 ...+, (78 P 9o : (83

This result has been confirme_d by Faustd970 and Close  gypstitution of Eqs(75), (81), and (82) in the numerator,
and Osborn(1971) [see also Lielf1955; Hegstrom(1969;  yyjth my=m,, and substitution of the theoretical expression

Grotch and Hegstronl971); Hegstrom(1971); and Grotch  for g = —2(1+a,) that follows from Sec. 3.3.1 in the de-
(1971]. Recently, this coefficient has been calculated NUnominator, yields

merically to all orders irza with high accuracy by Persson

et al. (1997. By assuming thaC!{?(0)= } exactly and fit- ge-(H) . E(Z 2 i(z Ja
ting their calculated values at high&rto a polynomial in Je 3+ 124
Za, they find forz=1
1 Sy 1 > Me
C@(a)=0.500 004 46(0). 79 +7(Za) (;)+§(Za) m,
[A similar calculation has been carried out by Blundell, =1-17.7053< 10 . (84)

Cheng, and Sapirsteifl997h, but their results for lowZ

have significantly larger uncertaintiésThe difference be- The numerical result is based on the 1998 recommended
tween Eq.(79) and Eq.(78) is negligible in the present con- values ofa andme/m,, but the result is clearly not sensitive
text, and thus only the lowest-order binding correction toto the exact values used. This is also true for the binding
C®(Za) needs to be considered. The binding corrections t&orrection to theg-factor of the proton in hydrogen and for
the higher-order Coefﬁciem@(f)(za)' etc., have not been the corrections t@-factors in deuterium and muonium, dis-
calculated but are expected to be small, so these coefficiengs!ssed below. The calculated or expected magnitude of any
are approximated by the free electron values. Thus, for thgontribution not included in Eq84) is less than X 10°°,

fourth-order coefficient, we have which is not significant compared to the uncertainty of the
@) @ relevant experiments. This statement also applies to the cor-
Ce'(Za)~Cg’=-0.3284784440..., (80)  responding expression for the protgrfactor in hydrogen

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



1742 P.J. MOHR AND B. N. TAYLOR

and to those for the electron and deutegsfactors in deu- g4(D) 1_, 1_ ,mg3+4ay
terium. Therefore no uncertainty is quoted for the binding Jq =1- §Za + gZa Fd 1+a,
corrections to thesg-factors.

b. Proton in hydrogenFor the protoni= %, and hence =1-17.7436<10°°. (90)

according to Eq(64) its magnetic moment may be written as €. Electron in muoniumMuonium, with chemical symbol
Mu, is the bound state of a positive muaii and an electron

“ :%M (85) e . The binding correction for thg-factor of the electron in
P2 PN muoniumg.-(Mu) may be obtained by simply replacing the
proton massm, in Eq. (84) by the mass of the muom, .

where g, is the g-factor of the free proton referred to the

nuclear magnetonuy=ef#i/2m,. In analogy with the elec- The result is
tron, the proton magnetic moment anomalyis defined as Je-(Mu) 1( 2
=1- - (Za
92 M e 3
p=—p5 =-——1=~1793. (86)
2 N 1 Ja) 1 ,Me
) +—(Za)| = |+ s(Za)"—+---

However, unlike the electron anomalg,, the proton 4 w2 m,
anomalya,, cannot be calculated accurately. Therefore the —1-17.591x 10~° 91)

bound-state corrections, particularly those involvayg are
necessarily treated phenomenologically. The expression forvhere the term-(Z«)#/12 has been dropped from E@4)
the ratio of the bound protog-factorg,(H) to g, analogous because it is smaller than neglected higher-order mass-

to Eq. (84) for the electron is dependent terms. Although the mass ratig/m,, is nine
times the mass ratime/m,, higher-order terms in the mass
le_ EZa2+ 1 QZ%%+... ratio, which are slightly greater thanx110 °, may be ne-
9p 3 6 m, 1+a, glected compared to the uncertainty of the relevant experi-
—1-17.7328<10°©. 87) ment. The same statement applies to the expression for the

g-factor of the muon in muonium discussed in the next para-
The leading correctior- Za?/3 can be viewed as a diamag- graph. Therefore no uncertainty is quoted for either
netic shielding correction that follows from the work of g, (Mu)/g. org,-(Mu)/g,-.
Lamb (1941). The mass-dependent term, as well as negli- f. Muon in muonium.The g-factor of the muorg,, is de-
gible higher-order mass-dependent terms not included heréned according to Eq61) by
have been obtained by Grotdli971); Hegstrom (1972);
Faustov(1970; Close and Osborit1971); and Grotch and w :% i: %EMB- (92)
Hegstrom(1971); [see also Hegstrorf1969]. ¥ 22m, 2m,

c. Electron in deuteriumTo calculate the binding correc- The binding correction for thg-factor of the muon in muo-

tion for theg-factor of the electron in de.uteriug]ef(D), oné  niymg,.(Mu) follows from Eq.(87) by replacingm, by m,,
may simply replace the proton mass, in Eq. (84) by the g settingg, to zero. We thereby obtain
mass of the deuteromy. This yields

+(Mu 1 1 m
e (D) 1 1 QueMw) 10 o1, oM,
= =1--(Za)*>- —=(Za)* u+ 3 2 m,
Ye 3 12
=1-17.622<10 6. (93
+ E(Za)z a + E(Za)2%+~-- g. Comparison of theory and experimefite theory of
4 w2 m bound-state corrections tg-factors has been tested by a
=1-17.7125¢ 10" © (88) number of experiments. Based on their measurement of the

ratio go (]’Rb)/g,. and the earlier measurement of

. o ge (H)/g. (8Rb) by Hughes and Robinsoii969, Tiede-
fined by uq=ggun based on Eq(64) and the fact that the man and Robinsoii1977 report the valueg, (H)/ge = 1

spin quantum numbeir of the deuteron is 1. Although Eq. —17.709(13) 10°°. This agrees with the numerical result
. . l . . .
(87) was derived for the case= 3, Grotch(1997) and Eides i, gq (84), thereby checking the Breit correction(Za)%/3
and Grotch(19973, have confirmed that this expression is ang the term Za)2(a/w)/4 to relative uncertainties of about
also valid for the deuteron, where the deuteron magnetic mqy 97 94 and 40 %, respectively. An independent check of the

d. Deuteron in deuteriumThe deuterong-factor is de-

ment anomalya, is defined by Breit correction forZ=2 with a relative uncertainty of about
L 0.4% is provided by the measurementgf(*He')/g. by
ad=m —1~-0.143. (899  Johnson and Robinsai980
d

Mass-dependent corrections to the bound-stafactor
Hence the binding correction for thiefactor of the deuteron have been tested by the work of Walther, Phillips, and Klep-
in deuteriumgy(D) is obtained by making the replacements pner (1972. Using a pulsed double-mode hydrogen maser,
my,—my anda,—ag in Eqg. (87). The result is they obtained the ratig. (H)/ge (D)=1+7.22(3)x 10 °.
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The quotient of Eq(84) and Eq.(88) gives the leading cor- Je-(H)
rection term in the theoretical expression for this ratio: re(H)=—"%—us (96)
ge(H) 1 2( Me me)
1+ (7 4. and
0. (@ T2 T m,
=1+7.247<10 %+--- 94 gp(H)
=1+7. : (94) pp(H) = =5—nn. (97)

The result of Waltheet al. (1972 checks this leading cor-

rection term to a relative uncertainty of about 0.4 %. TheThese relations together with Eq$2) and(85) yield
next-order term[see the discussion following Eq82)], .

which contributes approximately-0.03x10™°, improves HMe _ gp(H)(ge(H)) e (H) (98)
the agreement between experiment and theory, but is Hp  9p Je- mp(H)

checked only at a level equal to its value. Substituting into this equation the numerical values from
Earlier measurements @f,-(H)/ge-(D), but with larger .
. (H)/g. (D) 9 s.(84), (87), and(95), we obtain

uncertainties, have been reported. Larson, Valberg, anfd
Ramsey(1969 obtained 1 9.4(1.4)x10 ° for this ratio,

- -(H
and Hughes and Robinsofi969; Robinson and Hughes M—e=(1—27.®< 10°9) Me((H))
(1971), obtained 1 7.2(1.2)x 10 °. Hp Kp
The leading correction term in E¢Q4) has been checked = —658.210687666) [1.0x10 8]. (99)

for a different mass to a relative uncertainty of about 15 % by

Larson and Ramse§l974 who carried out experiments with The stated standard uncertainty is due entirely to the uncer-

hydrogen and tritium. They obtained (H)/g. (T)=1 tainty of the experimental value qgf-(H)/up(H) because

+10.7(1.5x 10~9, which is consistent with theory. the bound-state corrections are taken as exact, as discussed in
the text following Eq.(84).

3.3.3. Electron to Proton Magnetic Moment Ratio  u./u,

The ratio,ue/,up may be obtained from measurements of 3.3.4. Deuteron to Electron Magnetic Moment Ratio  uy/pe

the ratio of the magnetic moment of the electron to the mag-

netic moment of the proton in the 1S state of hydrogenobltr;ise??rgr;?rmséggj:exet:gJ?{Lheé"i gﬂ Q’L(LB;’;L © nzg))/ ik;]e
e (H)/ up(H). This bound-state ratio is determined from He

the energy eigenvalues of the Hamiltonian of E&), which the 1S state of deuterium. Using essentially the same method

are given by the Breit—Rabi equati¢oBreit and Rabi, 1931; as that employed. by ka]eet al. (19.73 0 d_etermlr_1e_
. . X . me-(H)/ np(H) as discussed in the previous section, Phillips,
Millman, Rabi, and Zacharias, 1988Jsing a hydrogen ma- P
o . . ; Kleppner, and Walther(1984, also at MIT, measured
ser operating in an applied magnetic flux density of 0.35 T to

observe simultaneously both electron and proton spin—flid‘d(D)/“e’(D) and found

transitions between Zeeman energy levels, Winldeal. wy(D)
(1972 at the Massachusetts Institute of TechnoldiT) D) —4.664 34539¢50)x 10 % [1.1x1078].
found © (100

Me-(H)

=—658.210 705866) [1.0x10 8], (95 Although this result has not been published, we include it as
wp(H) an input datum, because the method is described in detail by

where a minor typographical error in the original publication Winkler et al. (1972 in connection with their measurement

has been correcte@leppner, 1997. This value is the result 0f pe-(H)/up(H).

of their preferred quadratic extrapolation method and is con- To obtain the free-particle ratip.y/ue, in analogy with

sistent with the value obtained by their linear extrapolationthe preceding section, we have

method. The standard uncertainty is that assigned by Winkler

et al. (1972 and is meant to take into account possible sys- pe (D)= ge’_(D)MB, (101

tematic effects, mainly due to the extrapolation procedure 2

used to analyze the data; the statistical relative uncertainty

(Type A) was less than %10~ °. This result, which is in md(D)=9gd(D)un, (102

agreement with earlier measurements that have uncertaintiedﬁd

at least a factor of 30 larger, is the only one we need to

considerkESee Tayloret al. (1969 for a discussion of previ- ta e (D) (gd(D)) 1 uy(D)

ous wor = .
To obtain the free-particle ratip./u, from the bound- fe Je 9 e (D)

particle ratio given in Eq(95), we apply binding corrections With numerical values from Eqs(88), (90), and (100,

as follows. From Eq(73) we have we find

(103
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Md g, Md(D) surements.” Because the description of this experiment pro-
E=(1+31-1>< 10 )m vided by Wimett is minimal, we are unable to give further
consideration to the result in E¢L09).
=—4.6643455370)x 10 4 [1.1x10 8]. A more recent result fopy/u,, based on the theoretical

(104) estimatecrd(HD)—ap(HD)=15.0><10‘9 of Neronov and
Barzakh (1977, has been reported by Gorshkaat al.

3.3.5. Deuteron to Proton Magnetic Moment Ratio  uqy/u, (1989:
The ratiouy/n, may be determined by nuclear magnetic @=O.307 012208(04) [1.3x10°°]. (110
resonancéNMR) measurements on the molecule HD. The Kp
relevant expression is The uncertainty, which is apparently only statisti¢aype
A), is that given by Gorshkoet al. (1989. Their measure-
Hd(HD) — [1~ o4(HD)]uq (105  ments were designed to eliminate a particular systematic er-
pp(HD)  [1—op(HD)]up' ror of an earlier similar measurement by Neronov, Barzakh,

where 14(HD) and w,(HD) are the deuteron and proton and MukhamadieV(1975. The estimate of Neronov a_nd
magnetic moments in HD, respectively, ang(HD) and Barzak.h(1977). for ad(HD)_—ap(HD) supplants the earlier
o(HD) are the corresponding nuclear magnetic shieldingheoretical estimate also given by Neroretval. (1973.

corrections similar to the atomic bound-state corrections dis- Because Gorshkoet al. (1989 do not provide sufficient

cussed in Sec. 3.3.2. The ratig(HD)/uy(HD) in turn is information to allow an independent assessment of uncer-
given by tainties due to other possible systematic effects, and also
because there is no confirmation of the theoretical value for

Hd(HD) _, f4(HD) (106 o(HD) — o (HD), we do not consider this result any fur-
Mp(HD) fo(HD)’ ther.

wheref(HD) andf,(HD) are the NMR frequencies of the

deuteron and proton in HD in the same magnetic flux density 3.3.6. Electron to Shielded Proton Magnetic Moment Ratio

B. The factor 2 arises because the spin quantum numbier el py

the deuteron is 1, while for the proton it i That is, in

general we have for the NMR frequenéyof a nucleus of

magnetic momeng in an applied flux densitd

In many experiments requiring a magnetic field, the ap-
plied magnetic flux density is calibrated in terms of the
NMR frequency of protons in 0. Since the observed NMR

|| lg| % frequency depends on the properties of the water sample,

- WB: h B= o0 B, (109 suchasits purity, shape, and temperature, we write, based on

Eq. (107) with i = 3

f

reflecting the fact that in NMR measurements the selectio
rule on spin projection in the field direction i8i,==*1, fpzz,ue“B/h, (111

P
wherel ,=i,%. In Eq.(107), the term|g|uy/h follows from

Eq. (64), and the last term defines the gyromagnetic ratio oIW Ef'fcfr:) rdﬁ:‘;nte:;;elgff?:tl\éi ?;gnsftl?u;n(?anr]neenr:tgr (t:r;isﬁ;c;:; n
the nucleusy. Equations(105 and(106) lead to Hp pie. '

the sample is taken to be a sphere of pug®©Hat 25°C

M 1-o0,(HD) f4(HD) surrounded by vacuum, and the corresponding effective pro-
M_p: 1—a4(HD) f,(HD) ton magnetic moment is denoted I, . Further,B is the
i (HD) flux density in vacuum before the sample is introduced, and
HD infini
_ _ d the sources oB are assumed to be infinitely far away from
=2[1+o(HD) =~ o(HD)] f,(HD) e the sample. . _ ’
(109 The relation between the shielded magnetic momeht

and the free proton momept, can be written as
where the second line follows from the fact that the nuclear

magnetic shielding corrections are small. pp=[1=0plup, (112
Using the NMR method, Wimett1953 obtained which defines the shielding correctiarf . Results from ex-

e periments in whictB is measured using such water samples

—=0.30701219¢15) [4.9x10 8] (109 can be related to fundamental quantities through knowledge

Kp of the shielded proton moment in Bohr magnetw[;t,uB.
based on the assumption that in HD the shielding correctiohis quantity can be obtained from the measurement of
is the same for the deuteron as it is for the proton, as suge-/u, discussed belowWe assume for the cases of inter-
gested by Ramsey(1952, which implies o4(HD) est in this review that any nonlinear dependence of the NMR
—op(HD)=0 in Eq.(108). The uncertainty is that quoted by frequency orB is negligible, and consequently that shielding
the author, who simply states that it is “five times the stan-corrections such as, are independent oB; see Ramsey
dard deviation of results obtained in four independent meaf1970.]
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a. Temperature dependence of shielded proton magnetic e [Ge(H)\ " e (H)
moment.Petley and Donaldso(1984) have determined ex- —/=( 9o ) 7
perimentally that the temperature-dependent shielded mag- Ho € e
netic moment of the proto;m’,’;(t) in a spherical sample of =—658.227597072) [1.1x10 ). (116
pure HO over the range 5 °€t<45°C can be written as

3.3.7. Shielded Helion to Shielded Proton Magnetic Moment

*(t Ratio uj,/m;
Hp (1) et p
—=1-10.330) X 10 °°C ~(t—25°0C), (113
Mp Because of the inherent difficulties of using water as an

NMR medium to calibrate magnetic flux densities to the
where the uncertainty is that assigned by these researcheesel of accuracy required in present-day experiments in the
and is dominated by the component that allows for possibléield of fundamental constants, researchers at the National
systematic effects. As pointed out by Petley and DonaldsoPhysical LaboratoryNPL), Teddington, UK, have been de-
(1984, earlier results have larger uncertainties and are conyeloping optically pumpedHe NMR (Flowers, Petley, and
sistent with their result. Although we use E13) to correct  Richards, 1990; Flowers, Petley, and Richards, 1993; Flow-
several experimental results to 25 °C, the uncertainties of thers, Franks, and Petley, 1995a; Flowers, Franks, and Petley,
corrections are sufficiently small that the correlations intro-1995b; Flowerset al., 1997; Flowerset al, 1999. Employ-
duced among these results by using the same equation fiag their new techniques, Flowees al. (1993 measured the
calculate the corrections are negligible. ratio of the magnetic moment of the helion h, the nucleus of

b. Value ofue/ . Phillips, Cooke, and Kleppnél977  the *He atom, to the magnetic moment of the proton OH
at MIT, in an experiment similar to that of Winklest al. and obtained the result
(1972 discussed in connection withe/u, (see Sec. 3.3)3 ,
measured the ratio of the electron magnetic moment in hy- Hh ~0.761786131®@3) [4.3x10°9]. (117)
drogen to the proton magnetic moment in water. By compar- ,ul; ' ' '

ing the electron spin-flip frequency obtained using a hydro-

gen maser operating at 0.35 T to the proton NMR frequency '€ @SSigned uncertainty is that of Flowetsal. (1993 and
of a spherical sample of pure,8 at a temperaturd Is mainly due to a number of nonstatisti¢@ype B) standard

—34.7°C in the same magnetic flux density, Philligisal. uncertainty componentg. The next most accuratg e,>§periment
(1977 found has an }Jr)certalnty thaj[ is about 24 times Iar(@rlyu II'ina,
and Shifrin, 1985 and is not consideredThe prime on the
symbol for the moment indicates that the helion is not free,
%z—GSS.ZlG 009069) [1.0x 10 8]. but_ is b(_)un_d ina helium_ atom. Further, although_ _the mag-
Mp(34.7°Q netic shielding of the helion due to the susceptibility of the
(114 3He gas at the pressures typically used in such experiments is
inconsequential, thereby making exact sample shape and
The uncertainty is that assigned by these researchers amgmperature unimportant, we nevertheless assume that the
includes the statistical uncertainJype A) and a number of sample is spherical, at 25 °C, and surrounded by vacuum.
small uncertainty components arising from various system- Neronov and Barzaki{1978 have reported the value
atic effects. This value disagrees with the reported value Oﬂé/up(Hz)= —0.761786 635(4) [5.2x10 %] for the re-
the previous most accurate measurement, obtained by Lamipged ratio of the helion magnetic momentiie to the mag-
(1968 at Princeton University nearly 20 years earlier, whichnetic moment of the proton in H However, these authors do
has a relative standard uncertainty of B0 °. As dis- not give a detailed breakdown of the uncertainty components
cussed in detail by Phillipet al. (1977, there are a number due to systematic effects that might contribute to their ex-
of plausible explanations for this disagreement that favor theeriment, and, as noted by Flowessal. (1993, there may

later value. Thus we consider only the MIT result. be an additional component of uncertainty due to the effect

To obtaingue/pmy, we first write subsequently discovered by Gorshkeval. (1989. [Note
that the next most accurate measurement of this quantity has
pwe-(H)  up(34.7°Q  pe(H) an uncertainty that is nearly 20 times larg&villiams and
= 7 * s Hughes, 196p]

Ho Ho Hp(34.7°0 A value of either the ratiqe//u,, or the ratiow//u, could

. Me-(H) be obtained from the above result of Neronov and Barzakh

=(1-1.00329)x 10 )m (1978 with the aid of a value for either the shielding correc-

tion difference o,(Hy) —oy, or the shielding correction
=-658.215943072) [1.1x10°%], (119 op(H,) itself. Neronov and Barzakh give the measured value
op(Ha) — oy(H,0, 21 °C)=0.596(13)< 10" °, which im-
based on Egs.(113 and (114). Using ge(H)/ge plies ap(Hz)—a;=O.555(13), based on the temperature de-
= e (H)/ e, which follows from Egs(96) and(62), and  pendence in Eq113). Taking the values and uncertainties as
Eq. (84), we then have given, we find uy/u,=—0.761786213(11) 14X 1097,
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which is in significant disagreement with the result in Eq.vacuum ratio is then transformed to a result corresponding to
(117). In a similar manner, as noted by Fgi996, if the  a spherical HO sample in vacuum at the same temperature
quoted valuer,(H,) =26.363(4 X 10 © obtained by Raynes using the relation

and Pantel{1983 from a combination of theory and experi-

mental data is used together with the resultdgf u,(H,) of uplcyl, 22°0 1+ 5k(22°C)

Neronov and Barzakli1978 anq the, result foru,/w, ,Og uh(22°C) 1+ 1k(22°0)

Flowers et al. (1993, one obtainso,=25.702(8)< 10

based on Eq(112). At face value, this result is in agreement =1+1.509310)x10° 6, (119

with and has a smaller uncertainty than the corresponding . . )
resulto,=25.689(15)< 10~ ° based on the experiments dis- where (22 °C)= —9.0559(61)< 10" [0.067 %4 is the vol-
cussed above in Secs. 3.3.3 and 3.3.6. This agreement codf’® magnetic susceptibility of water at 22°C. This value of
be interpreted as providing confirmation of the result of Ner-«<(t) iS the mass susceptibility result of Au€t933 cor-
onov and Barzakh for the ratip;/u,, and could indicate 'ected 1o 22°C using the # mass susceptibility versus
that their value for the difference,(H,) — op(H,0, 21°0 temperature data of P_h_ll_o and_ Fairbdi®80 and Conyerted
is the source of the discrepancy with Flowetsal. (1993. to a volume susceptibility using the,8 mass density vs.
On the other hand, the reliability the value of the screenindémperature data of Patterson and Mo(i994. We have
correctionay(H,) of Raynes and Pante(lL983 is open to also correcteq the re_sult of Auer for th.e accepted dllfference
question because of various assumptions on which it is basétftween the international ampere, which he used in his ex-
and a lack of experimental verification. Further, as discusseB€Miment as a unit to express the values of currents, and the
in the preceding paragraph, there are questions concernir? ampere(Hamer, 1965 We do not consider the work of
the magnitude of the uncertainty that should be assigned tbiccard and Devau@l920 because of the disagreement be-
the result of Neronov and Barzaki978, and there is in- Ween the values of the 4 mass susceptibility obtained
sufficient information available to resolve these questionsffom their inductive measurements and their Cotton-balance
Therefore we do not include their result as an input datum.measurements of the flux density in their experimgAt-
cording to Davis(1997, the reason given by Cotton and
Dupouy (1932 for possibly excluding the inductive flux-
density result of Piccard and Devaud was later shown to be
invalid by Dupouy and Jouau$1935.] We have taken the
0.067 % relative uncertainty quoted by Aué®33 as a rela-
The ratio of the magnetic moment of the neutrap to t?ve standard ur!certainty, although it was rather conserva-
that of the shielded protopi’) may be determined from the tively aSS|gned, in order to account for the fact that th(_a two
work of Greeneet al. (1979, Greeneet al. (1977 carried results of Piccard and_DevatﬂﬁiQZQ disagree not only with
out at the Institut Laue-LangevifiLL ). Using the Ramsey each other, but also with that of Auéif Auer had followed

separated-oscillatory-field magnetic resonance techniolu%Lt’)m'mt pra(c):nce, his assigned uncertainty would have been
with protons in flowing water and slow neutrons in the same?Pout 0.03 4. )
Fortunately, because the correction for the shape of the

applied magnetic flux density, Greeaeal. (1979 obtained : ;
PP g y (1979 sample used by Greerat al. (1979 is small relative to the

uncertainty of their result, the lack of modern data kois
not of critical importance. Of course, there is no shape or
(118  temperature correction fqi, because of the low density of
the neutrons(Although we use the volume magnetic suscep-
tibility of H,O to derive corrections to several experimental
results in the 1998 adjustment, the uncertainty of the suscep-
tibility of H,O is sufficiently small that the correlations in-
troduced among these results by using very nearly the same
value of the susceptibility are negligible.

Equation(119 follows from the relation for the magnetic

3.3.8. Neutron to Shielded Proton Magnetic Moment Ratio
ol py

Mn
——F = —0.684 995 8816 2.4x107 7],
PR RIRS 816 [ ]

where “cyl” indicates that the water sample was cylindrical.
The uncertainty in Eq.118) is that assigned by Greeeéal.
(1979 and is due mainly to a statistical relative standard
uncertainty(Type A) of 1.7x 10 " and an uncertainty in the
velocity distribution of both the neutrons and protons which
contributes a relative standard uncertai(type B) of 1.4

—7
X107 flux density B; inside an ellipsoid with a volume magnetic

_ To determinu,/u, from the ratio given in Eq(118), we  o,censinility ., placed in an originally uniform flux density
first note that that result is based on measurements made )

air, while the symbol,u{) denotes measurement in vacuum ° In a medium with volume magnetic susceptibility:

(see Sec. 3.3)6 However, from Eq(120 below, it can be 1+k

seen that, to first order in the magnetic susceptibility of air, Bi=17 kot (ki Kg) Bo, (120
the ratio of the neutron and proton resonant frequencies is

the same whether measured in vacuum or @ihis state- wheree is the demagnetizing factor of the ellipsoid, anads
ment also applies to those ratio measurements discussed rielated to the permeability by u=(1+ k) ug; in vacuum
previous sections that were carried out in)aifhe ratio in ~ «=0. Further,e has the valug; for a sphere ang for an
Eq. (118 can therefore be taken as the ratio in vacuum. Thisnfinitely long cylinder with axis perpendicular to the lines of
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flux [see Sec. 4.18 of Strattoi1941); Lowes (1974; and The corrections to the NMR frequency of the field-
Bennett, Page, and SwartzendrutiE378]. The fact that the measuring probe found by Klempt al. (1982, including a
water sample used by Greeeeal. (1979 was a cylinder of  correction of —0.20(25)x10 ¢ due to the stroboscopic
finite length might have the effect of reducing the correctionbackground, can be expressed as
in Eq. (119 by an amount of the same order as its uncer- off

- ; i pg(eyl)
tainty. However such a decrease, like the uncertainty itself, p =1-0.9529)x 10", (126)
would be insignificant in comparison to the uncertainty of mpcyl)

the experiment of Greenet al. (1979. _ where the uncertainty is mainly nonstatisti¢aype B). Also
The temperature dependence of the effective magneti, separate measurements, using a high-resolution NMR
moment in water is taken into account by means of Eqgpectrometer operated at 25°C and with long cylindrical

(113: samples, Klemptet al. (1982 determined the NMR fre-
,u;(22°C) . qguency of protons in HBr and in J@, both in liquid bro-
———=1+3.108§90) X 10" °. (12)  mine, relative to the NMR frequency of protons in pure wa-

P ter. The results may be written as

Equations(118), (119, and(121) together yield
) ( ) ( ) g y ,up(CyL I |BI‘)B,,2
—————°=1-6.555)x10 6 (127

“—? =-0.6849969416) [2.4x10 7]. (122 mp(Cyl)
Hp
: mp(cyl, H0)ge,
Because the result of Greeaeal. (1979 has an uncertainty 2 1-24Q5)x10°. (128
that is 1% of the uncertainty of the next most accurate mea- mp(eyl)

surement involvingu,, it is the only one we need to con- [Note that the corresponding ratio for water is 1, because
sider. pp(CYLHO) 0= pp(cyl) ]

The ratio of magnetic momenjs,, -/ u, may be obtained
using the experimental results given in Eq$23—(128).
The following is the relevant equation for the case in which

a. SIN: u,/u,. A value of the ratiow,/u, may be ob- ) ) e
tained from the measurements of Klengital. (1982 car- muons are captgred in a pure bromine targanilar equa-
tions may be written for the other two cages

ried out at the Swiss Institute for Nuclear Research, Villigen,

3.3.9. Muon to Proton Magnetic Moment Ratio  u,/p, and Muon
to Electron Mass Ratio m/m,

Switzerland(SIN, now the Paul Scherrer Institute or PSI .(sph. MuB off

These workers measured, using a stroboscopic technique, the Hor ( #u-(sPh, DBrZ) Hp (cyl))

NMR frequency of positive muons stopped in spherical tar- Fep ,ugﬁ(CyD wpleyl)

gets relative to the NMR frequency of protons in cylindrical 1

water samples doped with NiS@ the same magnetic flux Hp(Cyl, HBI gy, mp(cyl, HB gy,
density B=0.75T. The spherical targets contained either mp(cyl) mp(sph, HB|)Brz

pure liquid bromine (By), liquid bromine with a small ad-
mixture of H,O, or pure HO. All measurements were made
at a temperature of 25°C. In pure liquid bromine, the muo-
nium and bromine atoms form the molecule MuBr, while in
bromine with HO and in pure HO the molecule formed is The first term on the right-hand side of this equation is ap-
MuOH. Thus, in terms of effective momerjsee Eq(111)], proximately equal to the ratio of the magnetic moments of
their results may be written as the free muon and proton. The other terms take into account
the differences in the effective magnetic fields seen by the
particles. In particular, the second term corrects for the char-

(129

e HolSPN, HBYg,
Mp Mm(Sph, I\/|UB|)Br2 .

.+ (sph, MuBr)Br2
=3.183321220) [6.3x10 ']

w&M(eyl) acteristics of the field-measuring probe; the third term ac-
P (123 counts for the difference between the bromine and water en-
vironments for the proton in a cylindrical sample; the fourth
e+ (sph, MuOHBr2 term takes into account the effect of the shape of the bromine
o =3.183334119) [6.0x10 '] samples; and the fifth term, called the isotope shift correc-
tp (cYl) tion, corrects for the difference between the local environ-
(124 ment seen by the muon in the MuBr molecule and the proton
f4,+(Sph, MUOH, o in the HBr molecule. The first three terms are determined
- Z~_3.183 351966) [2.1x10 ], experimentally, and are given by Eqgel23), (126), and
My (cyl) (127). The fourth and fifth terms are calculated.
(125 The value of the fourth term is given, as in EG.19),

Where,ugﬁ(cyl) is the effective magnetic moment of the pro- by  1— $k(Br))=1+2.19(5)x10 6, where «(Bry)
tons in the field-measuring probe, and the uncertainties are —13.12(32)x10 % at 25°C. This value fork(Bry) is
statistical(Type A) only. based on the volume susceptibility result obtained by Bro-
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ersma(1949 at 20 °C, scaled to 25 °C using accepted values M _7

of the density of By (Kirk-Othmer, 1978. The result of /L_p:3'183 344217) [5.3x1077, (133

Broersma appears to be the most reliable available. Based on

the results for watefsee Sec. 3.3]8the temperature depen- where the final quoted uncertainty consists of the 4.4

dence of the mass susceptibility of Bis assumed to be x10 ' relative standard uncertainty of the mean, and the

negligible compared to the temperature dependence of itsvo common components of uncertainty. As stated by

density. The assigned uncertainty is our own estimate and ilemptet al. (1982, the result given in Eq.133) supersedes

based on the variability of measurements of this tjpee, the initial result reported by Camaast al. (1978.

for example, Savithri(1943; and Rao and Govindarajan  Earlier NMR measurements @f, /u, have uncertainties

(1942]. that are sufficiently large that they need not be considered.
The value of the fifth term in Eq(129 is theoretically ~ This includes the most accurate previous resplf:/u,

estimated by Klemptetal. (1982 to be 1-0.78(12) =3.1833467(82)[2.6x10 ®], which was obtained by

x 10" ®, based on work by Breskman and Kanofgi@70; Croweet al. (1972 and is consistent with Eq133).

Williams (1971); and Castro, Keller, and Schen¢k979. The muon to electron mass ratig, /m, and the muon to
Evaluation of Eq.(129 yields proton magnetic moment ratjo, / u,, are related by
MuBr in Br,: -
2 m, [ pel [ #u) (9
et o I B = (134
Me Mp/ \ Mp Je

P’ _ 3183 343520) [6.4<10°7]. (130
Ho whereg, is the g-factor of the muon. Because the relative
In the case of MuOH in By, the shape correction is the standard uncertainties fe/u,, g,,, andge are 1x10 8 or

same as in the MuBr case. For the isotope shift correctiorlgss,m, /m, may be obtained fromu,/u, (and vice versp
Klempt et al. (1982 give 1—0.28(12)< 10 ©, estimated in  with an insignificant increase in uncertainty. Further, any
the same way as in the MuBr cag@lthough the uncertain- dependence o, andg, on m,/m, is extremely weak and
ties of these isotope shift corrections were evaluated using Biay be ignoredsee Appendices B and)CUsing the 1998
more conservative approa¢hbsolute sum of the uncertainty recommended values of these quantities, we find that the
componentsthan normally employed for other results dis- Klemptet al. (1982 value of u,, / u, given in Eq.(133) im-
cussed in this review, we take them to be standard uncertaimplies
ties, as do Klemptet al. (1982, because an independent

evaluation of the uncertainties cannot be ddne. m, —7
— =206.7683411) [5.3x10 ']. 13
Klemptet al. (1982 take 1—2.0(2.0)x 10 © as the corre- Me a1 ] (139
sponding correction for MuOH in #0 from Croweet al. b. LAMPF 1982:u,,/u,. A value of u,/u, may be ob-

(1972. Also in the latter case, the shape correction istained from measurements of the frequencies of transitions
1— 1k(25°C)=1+1.509(1)x10 6, where «(25°C) between Zeeman energy levels in muonium. Until very re-
=—9.0531(61 10 ¢ and is obtained as described in Sec.cently, the most accurate experiment in a long series of this
3.3.8. The results are type [see Hughes and zu Putlitd990 for a review was

carried out nearly 20 years ago at the Clinton P. Anderson

MUOH in Br;: Meson Physics Facility at Los AlamdsAMPF), USA, by
M . an international collaboration using a microwave resonance
M—=3-183 344819) [6.1X107°] (13D  method. The experiment, the results of which were reported
P in 1982 (Mariamet al,, 1982; Mariam, 198}l used the high-
MuOH in H,0O: intensity, low-momentum “surface” muon beam at LAMPF.

Muons were stopped in a microwave cavity filled with kryp-
M=3.183 347892) [29x10°7]. (132 ton'gas at a pressure of 0.5. or 1 atmosphere and in a mag-
Mp netic flux density of approximately 1.4 T. A total of 184

The uncertainties quoted for the ratios in EGE30—(132) pairs of resonance curves were analyzed for the frequencies

do not include the 2:810°7 uncertainty common to all of transitions between the energy levels labeled by the high-

three measurements arising from the relationship betweefrlleld quantum numbersnis,m;). The frequencies are;,

n&" anduy(cyl), as given in Eq(126). Also not included in ~ cOrresponding to the transitiorg (3) < (3,— 7); and vgy,

the uncertainties of the first two ratios is their commoncorresponding to the transition-(3,— 3)«<(— 3,+ 3). Of

0.54x 10" " uncertainty due to the Bishape correction. these 184 resonance curves, 28 were from a similar experi-
The three ratios are in good agreement. However, followiment reported in 1977Caspersoret al,, 1977 in which the

ing Klemptet al. (1982, the final result is obtained by taking pressure of the krypton in the microwave cavity was 1.7 or

a weighted mean of only the first two, because the third ha8.2 atmospheres. The 184 pairs of frequencies, after correc-

a significantly larger uncertainty arising from the theoreticaltion to a free proton NMR reference frequenty of very

estimate of the isotope shift correction. The weighted meamearly 57.972993 MHz, corresponding to a magnetic flux

is density of about 1.3616 T, and after correction for a small
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quadratic krypton gas density shift, were extrapolated lin- r[Avyy, v(f,)]=0.23. (146)
early to zero gas density. The results obtained may be written
as Taking the 1998 recommended value @f /u,, we find

e from Eqgs.(142—(146)
v1,=1917 654.05@2) kHz [4.8x10 °] (136

Hur

m =3.183346111) [3.6x10 7]. (147
p

v3,=2 545648.8212) kHz [4.6x10°8] (137)
r(v12,v39=0.18, (138 (Note that all significant correlations are taken into account

wherer(vy,,v34) is the correlation coefficient of;, and  in this and subsequent calculations.

v34. The quoted uncertainties and correlation coefficient fol- The LAMPF-82 result given in Eq147) agrees with that

low from the 19 components of uncertainty given by Mariamobtained at SIN given in Eq(133); the two differ by

(1982. The statisticalType A) uncertainty is 0.046 kHz for 0.94ugi; , Whereugy; is the standard uncertainty of their dif-

v, and 0.057 kHz forwy,. ference.

We have considered possible corrections to these frequen- A value of m, /m, may be obtained from the LAMPF-82
cies due to the temperature dependence of the proton mawgalue of u,-/u, and Eq.(134) as was done for the SIN
netic moment in water and due to modification of the valuesvalue. The result is
used by Mariamet al. (1982 for the diamagnetic suscepti-

bility of water and the proton magnetic shielding correction m, 206.76821674) [3.6x1077]. (148
a',;. We conclude that any change in the valuewgf: / u, Me
deduced from the frequencies given in E(s36) and(137) c. LAMPF 1999:u,/u,. Data from a new experiment

should be well within its uncertainty. The value of the muo-initiated in the mid-1980s at LAMPF and designed to mea-
nium ground-state hyperfine splittingy,,,, which also fol-  sure transition frequencies between Zeeman energy levels in
lows from these frequencies, is essentially independent afhuonium with higher accuracy than the earlier experiment of

such corrections. Mariam et al. (1982 have recently been reported by an in-
The Hamiltonian for muonium is similar to that for hydro- ternational collaboration that includes some of the research-
gen given in Eq(73): ers in the earlier collaboratiofLiu et al,, 1999. The mea-
surements were carried out using basically the same method
H=pB(MU) pe-- pt,+ — pe-(MU) - B— 1, -(Mu) - B as in the previous experiment but with a number of signifi-
21 e cant improvements, leading to a reduction in the uncertainty
=7 AvmuS 1= 0e(Mu)—=s B of both u,-/u, and Avy, by a factor of 3.[For an early
overview of the experiment, see Hugh@997.] These ad-
Me up vances were in three major are@$:magnetic field: a higher
~gu+(Mu) m. 7' ‘B. (139 magnetic flux density with greater homogeneity and stability

. measured with a more accurate meth@ei, Hughes and

The energy eigenvalues of this Hamiltonian are again give@rigl, 1997: Priglet al, 1998. (i) Muon beam: higher in-

by the Breit—Rabi equatiofBreit and Rabi, 1931; Millman  tensijty, greater purity, and a narrower beam profilé)
etal, 1933. This yields Resonance line: higher signal-to-background ratio and nar-
(140 rower linewidth, especially when the resonance line-

Avpy=vagtvip
! narrowing technique termed “old muonium” rather than the

v(fp)=va—vip (14)  conventional technique was uséBoshieret al, 1995.
5 5 . In the new experiment, the resonance curves were ob-
My Avygy— v (fp) +2sc Fou(fp) (gw(MU) tained either by sweeping the magnetic flux density about a
,u_p_ 4Sef§_2 fou(fp) g, ’ central value of approximately 1.7 T with fixed microwave

(142  frequency, or by sweeping the frequency with the flux den-

sity fixed at this central value. The centers of the resonance

curves were obtained by fitting them with a theoretical line

shape that takes into account a number of factors such as the

measured magnetic flux density distribution over the micro-

Mo Je-(Mu) wave cavity, the ideal microwave power distributions, and
Se:ﬂ_p Oe (143 the muon stopping distribution.

In total, 1270 resonance lines were analyzed: 154 conven-
wherege (Mu)/ge- is the bound-state correction for the elec- tional and 726 “old muonium” resonances obtained by the
tron in muonium given in Eq(91). Based on Eqs(136-  swept-field method; and 43 conventional and 347 “old muo-
(138), Egs.(140 and (141 yield nium” resonances obtained by the swept-frequency method

Avy,=4 463302.8816) kHz [3.6x10°8] (144 (Kawall, 1998. Each of 'the trgnsition frequencies,;, and
vaa, resulting from the fitted line shape was then converted
v(f,)=627994.7714) kHz [2.2X 10 7] (145 to the frequency that would have been obtained if the flux

wheref, is the free proton NMR frequency given above. The
quantity g,+(Mu)/g,+ is the bound-state correction for the
muon in muonium given in Eq93); and
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density seen by the muonium atoms had been that corravhere, because it provides a significantly more accurate
sponding to a free proton NMR frequendy of exactly value, the theoretical expression for the muon magnetic mo-
72.320000 MHz, corrected for a small quadratic pressurenent anomaly,, , as discussed in Sec. 3.3.10 and Appendix
shift due to the fact that the data were taken with the pressur€, is used in the functiod. Further, 7 depends orw and

of the krypton gas in the microwave cavity at either 0.8 orm,/m, only weakly compared to the dependencedet on

1.5 atmospheres, and extrapolated linearly to zero gas prethiese quantities.

sure. The final results from all of the data are giver(las It follows from Eq. (157) that, given experimental values
et al, 1999; Liu and Kawall, 1998 of Avy, and m,/m,, one can calculate a value of by

B g equatingAvy,(exp) with Avy,(th); or similarly, given val-
v1;=189753980(85 Hz [1.9<107"] (149 ues of Ayy,(exp) and @, one can calculate a value of

vas=2 565762 96643) Hz [1.7X1078] (150 m, /me. pr the ava}ilable informatipn opul,u_p, mu/me, _
and Awy, is treated in the 1998 adjustment is discussed in
r(vis,va)=—0.07, (151)  Sec. 4. Here we point out that using the 1998 recommended

value of R, (the uncertainty of which is negligible in this

where the quoted standard uncertainties are dominated kﬁ'pplicatior) and the combined LAMPE-82 and SIN values of
statistical components of uncertair(fiype A) but also con- m, /m,, and equating the LAMPF-82 value dfvy,,(exp)
tain a number of Type B components arising from different = =’ .

ith A th), we find
run-independent and run-dependent effects. W V), we fi
In the same manner discussed in the previous paragraph in @ 1=137.03600020) [1.5x10°]. (158
connection with the 1982 LAMPF experiment, the 1999

The uncertainty of this result is due almost entirely to the
LAMPF results lead to y y

uncertainty of the combined LAMPF-82 and SIN values of
Avy,=4 46330276653) Hz [1.2x10 8] (152 m,/me. (A value of « with a somewhat smaller uncertainty
could be inferred from Eq(157) by introducing an explicit

v(f;)=66822316657) Hz [8.6X10°] factor of a* through the replacement &, by the equivalent
(153 expression  ca2A(€)[A(N)dyooWo4) (h/m,dyso(W04)) ]
_ from Eq. (283 and using the available experimental data to
A ,v(f,)]=0.19, 15 . . "

(TAvm, v(Tp)] (154 determine the values of the various quantities other than
e . that enter the resulting expression. However, we choose not
Ty 3.1833451839) [1.2x10 7], to do so in order to obtain a value afthat is independent of

P

(155  XxTay data. Repeating this calculation with the LAMPF 1982
data replaced by the LAMPF 1999 data yields

and
a 1=137.03599383) [6.0x10°%], (159
m
H”=206.768 28825) [1.2x10 1]. where the uncertainty is again dominated by the uncertainty
© (156 of the combined LAMPF-99 and SIN values of, /m,. Fi-

nally, by combining the SIN, LAMPF 1982, and LAMPF
A comparison of Eqs(144) and(147) with Egs.(152 and 1999 data we obtain what may be called a muonium value of
(155 shows that the 1999 and 1982 LAMPF determinationshe fine-structure constant:
are in agreement. Because the two experiments are separated ~ _ B 5
in time by some 15 years, the new experiment was carried ~ @ (Avmu)=137.035995¢79) [5.7x10°"]. (160

out with a completely different apparatus, and the uncertain- On the other hand, using the valueafa,) from Eq.(72),
ties of the earlier values qf,,+/u, andAwy, are only three  which has a relative standard uncertainty of only 3.8
times larger than those of the newer values, we include th& 10™°, and equating the combined 1982 and 1999 LAMPF
results of both experiments as input data in the 1998 adjustzalues ofAvy,,(exp) with Avy,(th), we find
ment.

d. LAMPF: Ayy,,. The experimental value of the muo- ﬂ=206.768 265664) [3.1X10°8] (161)
nium ground-state hyperfine splittindw,,, obtained at Me ’
LAMPF by Mariamet al. (1982 is given in Eq.(144) and

. . ST . where the uncertainty arises primarily from the 210 8
the value obtained at LAMPF by Liet al. (1999 is given in y b y

. . ~ . relative standard uncertainty of the theory&#,,, and the
Eq. (159. The theoretical expression for the splitting iS 1 1, 15-8 yejative standard uncertainty of the 1982—1999

blriefly gis]:cussefd in Appi?dix'D; aTrr:lore detailgd review ti)scombined experimental value of the hyperfine splitting. Be-
planned for a future publication. That expression may b&.,qe the uncertainty of this value mof, /m is significantly

written as smaller than that of any of the three values discussed above,
16 Me me| 3 the muonium hyperfine splitting plays a dominant role in the
Avyy(th)= ECRxazm—<1+ m_> Fla,me/m,) determination of this mass ratio in the 1998 adjustment.
" " e. Other valuesThere are other values qi,/u, and
=AveF(a,me/m,), (157 m,/m, and they generally agree with those discussed
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above. However, they are not competitive because of theidensity B and wheref.=eB/2mm, is the corresponding
relatively large uncertainties. One such value is the NMR-muon cyclotron frequency. However, instead of eliminating
based result fog,, - / u, of Croweet al. (1972, with arela- B by measurind . as is done for the electrdsee Sec. 3.3)1
tive standard uncertainty of 2610 ® already given in con- B is determined from proton NMR measurements. As a con-
nection with the SIN experiment. Another im,/m,  sequence, the value pf, /u, is required to deduce the value
=206.76867(64)3.1X10 ®] based on measurements of of a, from the data. The relevant equation is

x-ray transitions in muonié¢*Mg and 8Si (Beltrami et al,

1986. [Note that we have corrected the original result re- R
ported by Beltramiet al. (1986 for the approximate 1.8 Q=——, (163
X 108 fractional decrease in the value of th&€Tm vy-ray |/ ol =R

wavelength A, that they used as a reference due to a _ _ —

fractional error of about 1810 ° in the value of the silicon WhereR=1a/f,, andf, is the free proton NMR frequency
lattice spacing employed in the determination df; corresponding to the average flux density seen by the muons
see Sec. 3.9.1.Still another ism,/m.=206.76907(102) In their orbits in the storage ring.

[4.9x10 ] derived from measurements of the 1S—2S tran- The value ofR reported by Baileyet al. (1979 from the
sition in muonium, hydrogen, and deuterium using Dopplerthird CERNg—2 experiment is

free two-photon laser spectroscopy, although a value of o

m, /m, with a relative standard uncertainty of less than 8 R=0.003707 21@7) [7.2x10 9], (1649
%107 derived from new measurements of the muonium

1S-2S transition is expected to be published in 2000vhere the uncertainty consists of a .00 ¢ statistical
(Schwarzet al, 1995; Jungmann, 1999And finally we (Type A) relative standard uncertainty component, arising
have u,-/u,=—3.18328(15)[47X 10 %] obtained from from the determination of,, and a 1.5 10" ® relative stan-
measurements of the frequencies of transitions betweefidrd uncertainty compone(itype B), arising from a number

(Gardneret al, 1982. The NMR probes used in mapping, monitoring, and stabiliz-

ing the flux density of the storage ring were calibrated in
terms of a long, cylindrical KD reference probe containing
3.3.10. Muon Magnetic Moment Anomaly ~ a,, NiSO, (Borer and Lange, 1977 The observed NMR fre-
quency of this reference probe was converted to the corre-
sponding free proton NMR frequency by applying correc-
tions to account for the paramagnetic "Ni ions, the
9.2  |u, cylindrical shape of the probe, and the proton’s magnetic
QT T eﬁ/zmu_l’ (162 shielding in HO. The first correction was determined ex-

. perimentally; the second was based on the assumption that
where, as usualg,=2u,/(eh/2m,) is the g-factor of the o cylinder was infinitely long and was calculated with the
muon andy,, is its magnetic moment. The muon anomaly 5ccented value of the volume magnetic susceptibility of
has been determined experimentally with a relative standargzo, «: and the third was based on the accepted value of the
uncerta|nty7ué=7.2>< 10°°, and more recently a value with o041 magnetic shielding correctiarf,. [It should be noted
U;=13x10"" has been obtained from the first run of an . the difference between the value ofused by Bailey
entlr?lby new experiment. By contrast, a value with=0.55 ¢t 51 (1979 and the value ok that follows from the discus-
x10"" may be obtained from the theoretical expressiongjsn of Sec. 3.3.8 would lead to a change in the correspond-
for a,. These three values are discussed in the following,q correction that is negligible compared to the uncertainty

sections. off_p. A similar statement applies to the valuea-)gc used by

a. CERN.The most accurate experimental value af .
o . Bailey et al. (1979 and the 1998 recommended value.
comes from the thirdy—2 experiment at CERNEuropean Equation(164) is the weighted mean of all nine indepen-

Laboratory for Particle Physics, Geneva, Switzerjamdich . . o .
dent measurements, five using positive muons and four using

was the culmination of nearly 20 years of effdBailey . : . )
et al, 1979. [For reviews of the early work, see Farley and negative muons. The Birge ratisee Appendix frassociated

Picassq1990; Combley, Farley, and Picas§b981): Farley ~ With this weighted meany(=8) is Rg= X2/VZ9'96’ indi-

and Picass61979; and Combley(1979.] The CERN result  €ating that the data form a consistent set. Theand p

is based on nine separate runs or measurements with bofiata alone give R"=0.003707173(36) and R~
positive and negative muons over the period 1974-1976 us= 0.003 707 256(37), where each quoted uncertainty is the
ing the CERN 3.098Ge\, 1.47 T muon storage ring Statistical(Type A) uncertainty only. The 8410 ° differ-
(Drummet al, 1979. The basic principle of the experiment ence betweeR™ andR™ is equal to 1.G14, Whereugyy is

is similar to that used for determining the electron anomalythe standard uncertainty of the differendgpe A only) and

a, and involves measuring the anomaly difference frequencys not deemed statistically significant. Since {hé and u.~
fa=Fs—fe¢, Wherefs=|gu|(eﬁ/2mM)B/h is the muon spin- values are consistent and we assume that CPT invariance
flip (often called precessigrirequency in the magnetic flux holds for the muon-—antimuon system as we do for the

In a manner similar to that for the electrpsee Eq(65)],
the muon magnetic moment anomaly is defined as
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electron—positron system(see Sec. 3.3)1 taking the ent systematic effects, the associated relative standard uncer-

weighted mean of all nine values is the appropriate way tdainties of which range from 0:210 ° to 2.0x 10 °.

treat the data. This first result from BNL agrees well with that from
Because of the relatively large uncertainty of the CERNCERN given in Eq.(164) and has an uncertainty less than

result forR the value ofu,/u, used to obtaira, from R twice as large. Although a significantly more accurate BNL

and Eq.(163) is not critical. Taking the 1998 recommended value is expected from the data acquired in 1998 and 1999
value foru, /u,, we find runs using muon injection rather than pion injection into the

storage ring, the experiment is sufficiently well in hand and
a,=1.165923184)x10°° [7.2}10°°]. (169  the uncertainty of the initial value & is sufficiently small
This result is consistent with the significantly less accurate fo allow it to be considered as an input datum in the 1998
result from the second CERNy—2 experiment, a, adjustment together with the CERN vaIueR)fglven in Eq.
—1.166 16(31X 10" 3 [27x 10"°] [Bailey et al. (1972)]. (164). _
b. BrookhavenA new muong—2 experiment based on ~ Based on Eq(163), the BNL value ofR™ implies
the same general_m(_athod gmployeq in the most recelnt CERN a,=1.16592515) X 1073 [1.3x10°°]. (167
experiment was initiated in the mid-1980s by an interna-
tional group of researchers at the Brookhaven Nationa] c. Theory Appendix C gives a brief summary of the
theory ofa, ; a more detailed review is planned for a future

Laboratory(BNL), Upton, New York, USA using the BNL blicati I d ith A dix C. h
Alternating Gradient SynchrotroAGS). The ultimate aim publica |0n N accordance wi ppendix &, we have

of the BNLg— 2 collaboration is to reduce the uncertainty of a,(thy=a,(QED)+a,(weak +a,(had,
the measured value dof, achieved at CERN by about a
factor of 20, correspondlng to a relative standard uncertamt;W'th
u,=3.5x10 . [For a detailed overview of the BNg—2
effort, see Hughe§1998; Hughes(1994.] a,(QED)= C(z)
The main characteristics of the new experiment that
should make this significantly reduced uncertainty possible @
include (i) a smaller statistical uncertainty because of the +Cﬁ8)(;
larger number of stored muons due to the higher proton
beam intensity of the BNL AGS and the eventual direct in-where the coefficientscff“), as well asa,(weak) and
jection of muons into the BNL muon storage rittge domi-  a,(had), are given in Appendix C. The standard uncertainty
nant uncertainty component by far in the CERN determinaof a,(th) due to the uncertainties of the coefficients and the
tion was the statistical uncertainfy(ii) a superferric 14 m weak and hadronic contributions i§ a,,(th)]=6.4x 1010
diameter, 1.45 T “C” magnet of very high homogeneity and =5.5x 10’ a, and is almost entirely due to the uncertainty
stability, together with a system of fixed and movable NMRof a,(had).
probes with the potential of measuring the magnetic flux Because of the relatively large uncertainty of the theoret-
density distribution seen by the circulating muon beam inical expression fog, , the value ofa used to evaluate it is
terms of the corresponding free proton NMR frequency withnot particularly critical. The 1998 recommended valuexof
u,=1x10"" (Fei et al, 1997; Fei, 1995 and (iii) an ad- yields
vanced detector system with Pb-scintillating fiber electron _ _
calorimeters and the capability of measuring time intervals a,=1.165916 0264) < 10 ° [5.5¢1077], 168
with an uncertainty of 20 ps over a time period of 2086. (168
The principal equipment of the new experiment waswhich agrees with the CERN and BNL experimental results
checked out and initial data acquired in a 1997 engineeringiven in Eqs.(165 and (167); the differences between the
run using pion injection into the storage ring. All critical two experimental values and the theoretical value are £:8
components performed successfully, including the positiveand 0.6ug, respectively, wherey;; is the standard uncer-
pion beam line of the AGS, the superconducting inflector fortainty of the difference. The uncertainties of the CERN and
bringing the pion(and eventually mugnbeam into the stor- BNL values ofa,, are 13 and 24 times that of the theoretical
age ring, the storage ring itself, the NMR magnetic fieldvalue, so the 1998 recommended valueagfis determined
measuring system, and the detectors. In early 1999, the BNprimarily by the theoretical expression.

2 3
6 &

+ J—

5

J’_...,

+ C(‘”
m

4

o
Lot &
cLol —

g 2 collaboration reported a value 6£/f, for p* with The agreement between theory and experiment may also
—13%10° as obtained from these initial dat&Carey be seen by considering the value @fobtained by equating
et al, 1999: the theoretical expression far, with the CERN and BNL

experimental values. The results are

D+ — —5
R"=0.00370722048) [1.3x10°5], (166 @ 1=137.0351898) [7.2x10°°] (169

where the 4& 10 ° standard uncertainty arises from a 47 nd
X 10" ° statistical uncertainty componerifype A) and a
11x 10 ° uncertainty componeriType B) from eight differ- a 1=137.034918) [1.3x10°°], (170
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which agree with more accurate values suchaas(ay) ® ,
given in Eq.(72). Y= m:rLAB(IO)
S

Aag| !
T) o4

wherel | ,g(l0) is the value ofw/uokd whenl is replaced
by (I/A ag)A, that is, whenl is taken to be the numerical
value of the current measured in the uijtg times the unit
A. For a high-field experiment

3.4. Shielded Gyromagnetic Ratios '
It follows from Eq.(107) that the gyromagnetic ratip of

a particle of spin quantum numbeand magnetic moment wll [Aag
is given by V=g =T ——/, (179
e
2nf o |u| wherel | ,g(hi) is the value ofw | I /F¢whenl is replaced as

Y B TB in’ A7 bove. The square root of the product of E¢k74) and

. _ . . 175 i
wheref is the precessiofi.e., spin-flip frequency andv is (179 is

the angular precession frequency of the particle in the mag- y' =[] ag(10)I] pg (hi)]Y?, (176
netic flux density B. The SI wunit of y s

s 1T 1=Ckg '=Askg . In this section we review mea-
surements of the gyromagnetic ratio of the shielded proton

which shows that if low- and high-field measurementsytf
are based on the same unit of currénjg , irrespective of
how that unit is realized, then the two measurements together
2 yield y" inits Sl units* T,
’Yp:T (172) If VLAB:VQO and QLAB:QQOY where Vgo and ng are
based on the Josephson and quantum Hall effects and the
and of the shielded helion exact, conventional valuds; o5 and Rk oo for the Joseph-
son and von Kilitzing constantsee Sec. 2)5then from Egs.

2|l
= 173 (174 and (175 we have

- KRk
where, as in previous sections that dealt with magnetic y'=Ig(l0) (1773
moment ratios involving these particles, the protons are those
in a spherical sample of pure,@ at 25°C surrounded by
vacuum; and the helions are those in a spherical sample of
low-pressure, puréHe gas at25°c :-surrounded. by Vacuum'where the subscript “90” o™ indicates tha®\ 5z is taken
Also, as was assumed in these previous sectBristhe flux ! ;

to be the conventional unfigy=Vgy/Qqg.

density in vacuum before the sample is introduced and the Low- and high-field measurements of contribute to the

sources oB are infinitely far from the sample. L
. . determination of a set of recommended values of the con-
In practice, two methods are used to determine the

. . - . ' Stants because of the relationshipydfto constants of fun-

shielded gyromagnetic ratip’ of a particle. In the low-field . : !
. . damental interest, particularly the fine-structure constant

methodB is of the order of 1 mT and is usually generated by . )

. - . . . nd Planck constartt, which are central to the 1998 adjust-
a single-layer precision solenoid carrying an electric currenflnent For example, starting from EQL72 and taking ad-
I. The flux densityB is calculated from the dimensions of vanta. e of the farz:t Ehat the%a' /' has been accgratel
the solenoid and the curre®= uokd, whereksis the mea- 9 U0 /1o y

sured solenoid constant and has the dimension of reciprocﬂeas'ureo[.See Sec. 3.3)§we can relateu,, t0 p,-, where
length. In the high-field methoB is of the order of 0.5 T, is e latter is well known in terms of the Bohr magneap
generated by an electromagnet or a permanent magnet, and:'seﬁ/2me (see Sec. 3.3)1
measured in terms of the fordg, it produces on a straight L2 My e Mp Qe © 178
;oggt;:ltlﬂg wire of length carrying an electric currenit: PTh me pim MB e 2 M
In either case the currehtis measured in terms of a prac- Sincee’=2ah/uc andme=2R.h/a’c, Eq. (178 may be
tical laboratory unit of curren g =V ag/Q s, Where Writtén as
Vi ag @andQ, pg are practical laboratory units of voltage and wl ge | © ad\12
resistance. As indicated in Sec. 2.5, the Whikg may be yp=—t _6(8_F>
based on the Josephson effect, or possibly on the mean emf Ko
of a group of standard cells, and the ufdit,g may be based The results of the gyromagnetic ratio experiments that we
on the quantum Hall effect or possibly on the mean resisreview in the following sections are summarized in Table 10.
tance of a group of standard resistors. Also included in the table is the value of inferred from
Since in the low-field metho@’ is inversely proportional each low-field result and the value bfinferred from each
to the current, and in the high-field methog' is directly  high-field result, as discussed in connection with each ex-
proportional tol, it follows from the discussion of Sec. 2.5 periment. Each inferred value is indented for clarity and is
that for a low-field experiment given for comparison purposes only; in actuality the values

KJ—QORK—QO

J—QORK—90

K
y" =Ty hi) KR. ' (177b

= 179
Me Re 179
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TaBLE 10. Summary of data related to shielded gyromagnetic ratios, and inferred valaesnatfh.

Relative standard

Quantity Value uncertaintyu, Identification Sec. and Eq.
I} _glo) 2.675154 05(30x 10°s™* T~¢ 1.1x1077 NIST-89 3.4.1.4183
at 137.035 988(%51) 3.7x10° 8 3.4.1.a(193
I} _glo) 2.6751530(18x10Ps t T¢ 6.6<10 7 NIM-95 3.4.1.b(197)
a?t 137.036 00630) 2.2x1077 3.4.1.b(200
I} hi) 2.6751525(43x10°s* T¢ 1.6x10°° NIM-95 3.4.1.b(199
h 6.626 071(11x 10 %#Js 1.6x10°8 3.4.1.b(202
Ty go(hi) 2.6751518(27x10Ps t T¢ 1.0x10°8 NPL-79 3.4.1.205
h 6.626 0729(67X10 % J s 1.0x10°8 3.4.1.¢(206)
I _g(l0) 2.03789537(37x10°s 1 T 1 1.8x1077 KR/VN-98 3.4.2.a(210
a?t 137.035 985@2) 6.0x10°8 3.4.2.a(212
I _go(l0) 2.03789729(72x10°s* T 1 3.5x10 7 VNIIM-89 3.4.2.b(214
a?t 137.035 94216) 1.2x10°7 3.4.2.b(215

of I are taken as input data for the 1998 adjustméfie ~ Williams, 1974; Williams and Olsen, 19¥2The proton
consistency of the data of Table 10 is discussed in S¢c. 4. NMR measurements were carried out at 25°C using a 3.5
cm diameter spherical sample of purgQd The NMR fre-
quency in the 1.2 mT magnetic flux density of the solenoid
was about 52 kHz and was measured by the method of

A number of national metrology institutes have long his-nuclear induction.
tories of measuring the gyromagnetic ratio of the shielded The result obtained by Williamet al. (1989 may be writ-
proton. The motivation for such measurements was, in paren as
the need to develop a method of measuring magnetic fields N Ky  Quist
using NMR and to monitor the stability of the laboratory’s Yo =lp-nistll0) = — =5~
practical unit of current based on groups of standard cells -
and standard resistors. with

a. NIST: Low field.The National Institute of Standards Iy_yst(l0)=2.6751337629)x10°s *T~* [1.1x10 ],
and Technology reported its first low-field measurement of (180b
¥p» Which had a relative standard uncertainty of about 4where the standard uncertainty is that assigned by the
><10 6 in 1958(Bender and Driscoll, 1958Its most recent experimenters. Here the asterisk indicates that the experi-
low- fleld result was reported in 1989 by Williamstal.  ment was carried out in air rather than vacuudy, st
(1989 and has a relative standard uncertainty of 1.1=483593.420 GHz/V was the adopted value of the Joseph-
xX1077. son constanK ; used by NIST to define its laboratory unit of

In this experiment, the single-layer precision solenoid hadoltage Vy,st, and Qust was the NIST laboratory unit of
a length of 2.1 m, a diameter of 0.3 m, and was wound withresistance based on standard resistors at the time of the
2100 turns of gold-plated copper wire 0.8 mm in diameter;experiment, the mean date of which was 3 April 1988. From
the winding pitch was about 1 mm per turn. The currentmeasurements of the von Klitzing constant in term€gfsr
through the solenoid was about 1 A, but additional curreninade in the period August 1983 to May 1988ageet al,
was added to segments of the wire in such a way that th€9893, together with two additional measurements, one
magnetic flux density was insensitive to the diameter of thanade in December 1988 and the other in August 1989
solenoid to the same extent that it would be for a 1.5 km longCage, 1989a we find that on this mean dat&y
solenoid, and the flux density was uniform with a fractional = 25 812.848 21(292ys [1.1X 107 8].
variation of less then 10~ 7 over a spherical volume 8 cm A number of systematic effects were investigated and ac-
in diameter at the solenoid’s center. In all, five currentcounted for in the experiment of Willianet al. (1989, in-
sources were used to energize the solenoid. A movable prolatuding the magnetic susceptibility of the Earth, of the fused
consisting of a set of five coils was guided along the axis okilica solenoid form, and of the tuned pickup coil used to
the solenoid by a fused silica straightedge in order to deterdetect the 52 kHz NMR signal. The principal sources of
mine variations in the diameter and pitch of the windings.uncertainty in the experiment were the NMR measurements,
This was done by injecting an ac current having a speciaihe susceptibility of the pickup coil, the measurements of the
wave form in sequentially selected groups of ten turns. Thevinding pitch, and the power coefficient of the resistor used
probe itself was in vacuum and its position was measured by measure the solenoid current.
laser interferometryWilliams et al, 1985; Williams, Olsen, A number of corrections must be applied to the result
and Phillips, 1984; Williams and Olsen 1979; Olsen andgiven in Eq.(180) to convert it to a value based on the unit

3.4.1. Proton p

(1803
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Agp and to account for other effects not initially considered This result may be compared to that obtained from the
by Williams et al. (1989. The fractional values of these cor- previous NIST low-fieldy, experiment using similar tech-
rections, and their standard uncertainties where applicablaiques, but with a solenoid of length 1 (Williams and
are as follows: 9.26410 °® to convert fromK;_ yst to  Olsen, 1979 The measurements were carried out with two
K go; —1.596(11)<10 ¢ to convert from Qyst/Q to  different current distributions, one that produced a nearly
Rk /Rk_go based on the above value &y ; —4.0(1.3) uniform magnetic flux density over the sample volume and
x107° to account for the under-estimation of the currentone that not only provided an adequately uniform flux den-
dependencéoading of the 6453.2) transfer resistors used sity, but also significantly reduced the sensitivity of the flux
in the 1980s measurements R§ in terms of Qy st (EIm-  density to the average diameter of the solenoid. The result
quist and Dziuba, 1997; Elmquist, 1997; Cage, 1997 reported by Williams and Olsefl979 is, in analogy with
3.6(1.0)x 10 8 due to the effect of the field of the solenoid Eq. (180),

on the magnetometer that was used to null the magnetic field., _ 11 _;
of the Earth(Williams, 1997; and finally, a relatively large SLP*N'ST(IO)_Z'WS 1322057)x10°s * T [2.1x10 7],

correction of—1.160(18)x 10~ 7 due to the fact that the ex- o _ _ (1849
periment was done in air, but was assumed to be done iRut in this casé2ysr was the NIST unit of resistance on 22
vacuum. March 1978, the mean date of the experiment.

A correction for this latter effect, which in this case is A number of corrections must be applied to this result,
slightly larger than the quoted standard uncertainty, is alsénost of which are similar to those applied to the result re-
applied to the results of the other shielded gyromagnetic rati®orted in 1989. The fractional values of these corrections,
experiments considered here. Although this correction is ofind their uncertainties where applicable, are as follows:
only marginal significance for some of the experiments, wed.264<107% to convert from K; st to K go;
apply it to all in order not to introduce artificial relative shifts —1.089(26)< 10" ° to convert fromQys7/Q to R¢ /Ry —g0;
in results for the 1998 adjustment. Based on B20), one  1.39(39)X 108 to correct for the effect of the solenoid’s
can show that for low-field experiments, to first order in thefield on the magnetometeiwilliams, 1997; —1.160(18)

volume magnetic susceptibilities of,8 and air, X 10~ 7 for the effect of the air; ane-4.7(1.2)x 10" 8 for the
) q effect of the Earth’s magnetic susceptibility as obtained by
Yp=(1—€ska) vy (10), (18D scaling the corresponding correction efl.1x 107 given

by Williams et al. (1989 by the ratio of the magnetic dipole
moments of the solenoids used in the two experimémis
liams, 1997.

The correction forQQy,st is based on the following three
results:(i) the value

where e,= 1 is the demagnetizing factor for a spherg, is
the volume magnetic susceptibility of the air, apgﬂ(lo) is
the quoted value oi/,; as obtained from NMR measurements
carried out in air, but with the corresponding flux dendty
calculated as if the solenoid generatiBgwere in vacuum.
For high-field experiments, the corresponding equation is Rx=25812.8083(62) ) [2.4x10°8] (185

Yp=[1+(1— €9 xalyp(hi). (182  obtained from NISTR-calculable capacitor measurements

) ) carried out in 1994-199@efferyet al.,, 1998; Jeffenet al,
The difference between EqEL81) and (182) is due to the 1997 and discussed in detail in Sec. 3.6(il) the value
difference in the methods of obtainiriy

To calculate the fractional correctioak,, we use the Rq=25812.848 3830) Quist [1.1x10" %]
equation fork, as a function of temperature, pressure, rela- (186
tive humidity, and amount-of-substance fraction of Q8-  corresponding to 12 April 1988 based on the measurements
rived by Davis(1998, based on a thorough review of the of Ry in terms ofQyst from 1983 to 1989 discussed above,
available experimental and theoretical data. The relativgyyt including the loading correctiofthis date gives the
standard uncertainty given by Davis for the resulting value okmallest uncertainty foRy); and (iii ) the value
K, 1S 1% assuming that all four of these variables are exactly .
known, but generally increases to above 1.5 % if the uncer- Qust=[1-0.81927)x10°7] © (187
tainties of these variables in a particular experiment are takeobtained from NIST calculable capacitor measurements with
into account. It should be noted that the 1% uncertainty isa mean date of 2 December 1973utkosky, 197% [Note
sufficiently small that the correlations among the various valthat because of the 21 year time difference between the NIST
ues of I in Table 10 introduced by using essentially the 1973 and 1994-1995 calculable capacitor measurements,
same value ofk, to calculate the air correction are negli- and changes in equipment, personnel, and technique over

gible. this period, the values in Eq&185) and(187) are treated as
Application of all the above corrections to the value givenindependent dathEquations(185) and (186) imply that on
in Eq. (180 yields 12 April 1988
I} ol0)=2.6751540630) x 10°s™* T~* [1.1x10 '], Qnst=[1—-1.55127)x10 %] Q, (188
(183 which together with Eq(187) implies that the drift rate of
wherel_q, is related toy, by Eq.(177a. Quist is
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dQuist P diameter with a winding pitch of 1 mm per turn; coil No. 3
G - >1a26x10 "a (189  was similar—it was 320 mm in diameter and its two wind-
ings contained 40 turns each. For either cBilwas about
where a is the unit symbol for year. This drift rate agreesp.23 mT for a current of 1 A. The dimensions of the coils,
with the value @yst/dt=—5.32(29)x 10 ® a* based on including the diameter of the wire itself, were determined
the 1983 to 198®Rx measurements. We do not use the resultysing laser interferometry. The comparatively small mag-
1 -6 netic dipole moment of each coil and the small magnetic
Ouist=[1-1.59422)x10° 7] Q (190 suscept?bility of the ground at the remote site of the experi-
based on the NIST calculable capacitor measurements withraent eliminated the need for a correction due to the coil’s
mean date of 17 May 1988Shields, Dziuba, and Layer, image moment. However, a correction for the effect of the
1989, because the more recent NIST work Jeffetyal,  magnetic field of a coil on the system used to compensate the
1998; Jefferyet al., 1997 indicates that the earlier measure- Earth’s magnetic field was necessdtyu, 1997). The ex-
ments are likely to be in error. We have used the value operiment was carried out in air with a spherical purgOH
dQust/dt from the NIST 1973 and 1994-1995 calculable NMR sample at a mean temperature of 21 °C, and the NMR
capacitor ohm realizations rather than the value from thdrequencies were measured by the free-precession method.
NIST R measurements, because the time span of the ohmhe dominant components of uncertainty, mainly Type B,

realizations includes the mean date of tygaexperiment. arose from determining the following quantities: the suscep-
Application of all of the above corrections to the value tibilities of the NMR polarization and detection coils; the
given in Eq.(184) leads to power coefficient of the standard resistor used to measure the

, o _ coil current; the NMR frequencies; the location of the current
I'o.9d10)=2.6751537657) X 10° s T [2.1x1077], lead to a coil; and the diameters of the windings, their pitch,
(19 and the diameter of the wire itself.

which agrees with the value given in E(L83); the two In the high-field experiment the magnetic flux dendity
differ by about one-half of the standard uncertainty of theproduced by a permanent magnet, was about 0.47 T. The
1979 value. Although the uncertainty of the 1979 NIST re-resonance absorption frequency of the cylindrical,
sult is less than twice that of the 1989 NIST result, in keep-CuSQ-doped HO proton NMR sample was held constant at
ing with the policy discussed in Sec. 1.4., only the 198920 MHz by using a signal derived from a crystal oscillator

value ofI},_q(10) is included in the 1998 adjustment. and by incorporating the sample in a magnet stabilization
The value ofa that may be inferred from Eq183) fol-  system. The conductor used to meadBre/as a rectangular
lows from the relation coil of four turns of oxygen-free copper wire 0.8 mm in
, diameter cemented to the edges of a rectangular fused silica
Il ofloy= 220%k ol Mo 5 (195 plate 600 mm high, 100 mm wide, and 10 mm thick. The coi

4poRe Me was hung from a balance beam with its lower edge in the

which is obtained by combining Eq&l77a and (179 and center of the gap of _the magnet. Sin_ce the width of the coll
assuming the validity of the relationsk =2e/h was not perfec_tly uniform, the effective lengttof the cur- _
= J8al uych and Ry =h/e2= uyc/2a. Using the 1998 rec- rgnt segmeqt is c_alculated from.measurgments of the caoll
ommended values for the other relevant quantities, the unidth along its height together with the difference between
certainties of which are significantly smaller than the uncer{h® magnetic flux density at the points of measurement and

tainty of the NIST experimental result, we find the flux density at the 'Iower edge of the coil. Thg largest
components of uncertainty were due to the following: ran-
a”1=137.035988061) [3.7<10°%], (193  dom variations among the six groups of measurements car-

where the uncertainty is about one-third the uncertainty of'ed_ _OUt’ thought to arise ma_mly from the change in zero

the NIST value of, i’J_go(lo) because of the cube-root depen- po§|t|on_ of the balance and its automatic ba_danf:e system;

dence of alpha orﬁ,g,go(lo). callbrgtlon of the mass standa_rd; and determlnatlon of both
b. NIM: Low field and high fieldResearchers at the Na- the width of the coil and the diameter of the wire.

tional Institute of Metrology(NIM), Beijing, PRC, have The most recent NIM measurements yielded. et al,

measuredy, in both low and high fields starting in the 1993

1970s. The basic apparatus for each experiment has re- Ky Qum

mained essentially unchanged since the first NIM low- and y; :F;_NIM(lo)K— q

high-field results were reported by Chiao, Liu, and Shen J-90

(1980, but a number of significant improvements in tech—With

nique and ancillary equipment have been incorporated over

the yeardLiu et al, 1988; Liuet al, 1995. In the low-field ¥ ym(10)=2.675153417) x 1P s~ T

experiment the magnetic flux densiB was produced by

either Helmholtz coil No. 2 or Helmholtz coil No. 3. Coil [6.5%1077], (194b

No. 2 had a diameter of 296 mm and consisted of two wind-

ings of 38 turns each of gold-plated copper wire 0.8 mm inand

(1943
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K; g0 from the comparison of a 10(k resistance standard cali-
* _ % H .
Yp =Ip-am(hi) /— 35—, (1953 prated in terms of the quantum Hall effect and th€ Te-
J NIM . .
sistance standards used to maint&igy .)
with Based on Eq(192), we find that the value ofr that may

. be inferred from the NIM low-field result in Eq197) is
Iy m(hi)=2.675153643) X 10°s ™+ T+
a~ 1=137.03600630) [2.2<10 7]. (200
[1.6x 10 °]. (195b

o ) _Similarly, based on the relation
Here the asterisk indicates that the experiments were carried

out in air rather than vacuum, the average temperature of the . C a?ge- ,U«,') 1

NMR samples was 21 °QLiu, 1997), and for the high-field [ogohi) =S ————2 1, (201
experiment that the NMR sample was a cylinder containing I-90 k=00 e fle-

H,O with dissolved CuS@Q Further, Qy,, was the NIM  which follows from Eqs(177b and (179), we find that the
laboratory unit of resistance at the time of the experimentyalue of h that may be inferred from the NIM high-field
and was based on standard resistors. The fractional corregesult in Eq.(199) is

tions that must be applied to these results are as follows:

0.002(121)< 10 % and—0.002(121) 10" ° to convert from h=6.62607111)x10 34J s[1.6x10 °]. (202

QOnm 10 Rg_gg for the low- and high-field results, respec-
In both cases we have used the 1998 recommended values

tively, based on NIM measurements of b&Rk andQy, in - s e
terms of the ohm as realized by the NIM calculable capacitof_or the other relevant quantities; their uncertainties are neg-

(Liu etal, 1996; Liu, 1997; —4.14(12)x10 ® to correct lIgible compared to the NIM values of}, olo) and
from 21°C to 25°C, based on Eq113; —1.180(21) [p-so(hi). . -
%107 to convert from air to vacuum for the low-field re- Because the earlier NIM low- and high-field results are

sult; and—0.38(20)x 1076 to account for the fact that the Well known only in terms of the NIM laboratory unitéyy
high-field experiment was carried out in air with a finite- and Qv based on standard cells and standard resistors, the

length cylindrical NMR sample of O containing CuS@ 1995' res:ults may best be com'pared to the earlier rgsults by
in place of 0.43(13x 10~®, which was the correction in- considering the value offr’, obtained from Eq(176). Using
cluded in the result reported by Lat al. (1999 (Liu, 1997).  that equation, and the results given in EG€7) and(198),
Our hégh-field correction is the sum of two terms: 0.40(g) We find
X 10" ° to take into account the fact that the water contained , R _
CuSQ; and —0.78(19)x 10 ¢ to convert the result for a 7p=2.675 152723 x10°s™* T°% [8.6x10°1].
cylindrical probe with demagnetizing facta, containing (2039
pure water surrounded by air to a result corresponding to Fhis result agrees with the valu%=2.675 1541(23)
spherical probe in vacuum. This term is based on the equax 10®s™* T! [8.7x10 7] based on low- and high-field
tion measurements reported in O%QG?U elt al, 19886and the
, . [ value y;,=2.6751482(49x 10° s+ T~ * [1.8x 10 °] based

Yp=[1+ (& €dx(21°0)+ (1~ ec) ka] 7p(hi), (196) on mggsurements répo?ied in 1980r[1ia0 et aI.,]198(),
which is a generalization of E§182), and wherex(21°C)  Where we have again applied corrections for temperature, air,
is the volume magnetic susceptibility of water at 21 °C. Ourand probe shape/Cug@s appropriate. In keeping with our
correction for the CuSgQis based on the data of Dickinson Policy (see Sec. 1} only the 1995 results are included in

(195)) and an estimated value ef=0.444). the 1998 adjustment.
App”cation of these Corrections y|e|ds c. NPL: H|gh er|dThe most accurate h|gh'f|e|¢{) ex-
periment was carried out at NPL by Kibble and H(&®79.
I} o10)=2.675153018)x 1P s * T~* In this experiment, the current-carrying conductor used to
measure the 0.47 T magnetic flux dendyof the electro-
[6.6x107 7] (197 magnet was a rectangular coil of three turns of 2.5 mm wide
and by 0.7 mm thick rectangular silver strip conductor cemented
to a rectangular pyrex form 800 mm in height, 187 mm wide,
F,')fgo(hi) =2.675152543) x10°s 1 T°1 and 3 mm thick and which hung from one arm of a balance.
The current in the coil was 0.5 Ato 5 A, the number of ampere
[1.6x10 ], (198 turns used was 1.5 to 15, and the maximum force on the coil,

upon reversal of the current through it, was equal to the

weight of a 250 g standard of mass. The proton NMR sample
r(lo, hi)=—0.014 (199 containing pure KO was in the shape of a cylinder with

rounded ends and with a length-to-diameter ratio of about

due to the uncertainty of the common 0.002(1210 ¢  five. The NMR signal was observed using a tuned circuit

Onm 1o Rk_go correction. (The uncertainty arises mainly formed by an inductive coil wound on the sample and driven

with a correlation coefficient of
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at about 20 MHz. The largest sources of uncertainty in thelt should be noted that various input data in the 1998 ad-

experiment were the determination of the width of the coiljustment such as that in ER05 depend on the same NIST

and its position in the gap of the magnet. QHE and/or calculable capacitor measurements; neverthe-
The result reported by Kibble and Huf979 (Kibble, less, their covariances are negligible.

1981 may be written as

Ky
vy =T p-npL(hi) JK—ZIPL Ory’ (2043 3.4.2. Helion h
with There are two independent low-field determinations of the
gyromagnetic ratio of the shielded heliayj, to be consid-
I} wpi(hi)=2.675170127)x 1P s+ T~* ered: one carried out at the Korea Research Institute of Stan-
6 dards and Sciend&RISS), Taedok Science Town, Republic
[1.0x1077]. (204D of Korea, in a collaborative effort with researchers from the

Here the asterisk indicates that the experiment was carrigif€ndeleyev All-Russian Research Institute for Metrology
out in air rather than vacuum and the average temperature &Y N!IM), St. Petersburg, Russian Federat({&ifrin et al,
the NMR sample was 20.2°GKibble, 1997. Further, 1999; Shifrinet al, 1998a; Shifrinet al, 1998b; Kimet al,

K,_pL= 483594 GHz/V was the adopted value K5§ used 1995; and one carried out at VNIIM it_sel(fTarbeevet al,
by NPL to define its laboratory unit of voltage, afi2\p, 1989. [Note that although we have definef] to correspond

was the NPL laboratory unit of resistance based on standatg 25 °C. the temperature dependence of the shielded helion
resistors at the time of the experiment, the mean date Jfyromagnetic ratio is expected to be significantly less than

which may be taken as 15 March 1974. The fractional corlhat of the shielded proton gyromagnetic ratio as given in Eq.

rections that must be applied to this result are as follows(113- Thus small differences in temperature from 25°C are

—~8.065<10© to convert fromK_yp, to K go; 0.90(15) ~ 1gnored] , ,

X107 to convert fromQ/Qup, to Rk _oo/R; —4.97(14) a KRISSNNIIM: Low fieldThe sample _used in the pre-

X 1078 to correct from 20.2 °C to 25 °C based on Ef13): cision solenoid of the KRISSNNI_IM gxperlment was a Iqw-
and —1.139(94)x 10~ ° to account for the fact that the ex- Pressure gas_eodble and**Cs cylindrical sample 40 mm in
periment was carried out in air with a cylindricab® NMR length and d@me}er. The qua;mty measur.ed was the shielded
sample of finite length, in place of 1.50(10)< 10", which ~ 9yromagnetic ratio of théHe(2°S,) atom using atomic mag-

. 4 .
assumes that the experiment was carried out in vacuum witR€tic resonanceéAMR). (In the "He AMR technique, théHe _
a cylinder of infinite length and was included as a correctiorlOMS are polarized by means of metastable exchange with

in the result reported by Kibble and Huft979 (Kibble, ~ alkaline metal atoms polarized by optical pumpinn a
1997, separate experiment the safftiée sample was compared in

The ohm correction is based on the relati®p =[1 air at an average temperature of 25 °C with a spherical low-
—0.017(150)< 10" %] Qusr for 15 March 1974 obtained Pressure gaseodsle sample, thereby allowing/, to be ob-

from the periodic resistance intercomparisons involving thd@ined(Shifrin et al, 1997. _ o
BIPM and the national metrology institutéBaylor and Witt, The single-layer precision solenoid had a winding length
1986 and on the same procedure to conv@sr/Q to of 1020 mm, a diameter of 229 mm, and a winding pitch of

Rq/R¢_go discussed above in connection with the NIST 1 mm; it was wound with silver-plated copper wire 0.8 mm

1979 low-field v/, experiment(see Sec. 3.4.1.aAn addi- in diameter. The NIST technique of injecting current into the
tional relative st%mdard uncertainty of &10°® has been solenoid from five different current sources was used to gen-

included in the resistance transfers between NPL and BIPNf'até a uniform magnetic flux density with significantly re-
and between NIST and BIPM to allow for a variety of pos- duced dependence on the mean diameter of the solenoid. The

sible systematic effects, and these together account for modimensional measurement system was also very similar to
of the assigned uncertainty of the correction. The air andn@t used in the NIST experiment, but it incorporated a num-
sample shape correction is based on @§6 where in this ber of refinements, including modification of the method of

casex(21°C) is replaced by(20.2°C) and our estimated injecting ac current into selected groups of ten turns. Be-
value of e, is 0.481). cause the magnetic susceptibility of the ground under the

solenoid was comparatively small, as was the magnetic di-

The result after application of the above corrections is [ X
pole moment of the solenoid, a correction for the effect of

I“F’,,go(hi)=2.675 151827)x10Pst T the Earth was not required. Similarly, because of the com-
paratively small size of the solenoid’s magnetic dipole mo-
[1.0x107°], (209  ment and the distance between the solenoid and the sensor

used in the system to compensate the Earth’s magnetic field,

LELR LR L a correction for the effect of the solenoid on the sensor was

h=6.626 072967) X 10 3*Js also not required. The working voltage and resistance stan-
dards employed in the experiment were calibrated in terms of
[1.0x10 ©]. (206  the Josephson and quantum Hall effects udihggy and
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Rk_g0. The uncertainty of the experiment was dominated bycurrent of 1 A. The same solenoid was used in the magnetic
Type B components associated with the measurement of tHeoment ratio experiment of Belyét al. (1986 and in the
dimensions of the solenoid. earlier VNIIM low-field proton gyromagnetic ratio experi-
The result of the*He gyromagnetic ratio experiment, ment of Studentsov, Khorev, and Shifit981). Many im-
which was carried out at an average temperature of 25 °C, igrovements were incorporated in the helion gyromagnetic

(Shifrin et al, 1998a; Shifrin, 1997 ratio experiment based on the experience gained in the ear-
lier proton gyromagnetic ratio experiment. For example, spe-
y* (“He) =% *He, lo) KRk , (2073 cial attention was paid to the stability and calibration of the

Ki-90Rk-90 emfs of the standard cells used as the working voltage refer-

with ence inasmuch as the site at which the experiment was car-

ried out was 40 km away from the main VNIIM laboratories.

I3(*He,lo)=1.760788 1631) x 10"'s 1 T+ Also, because the largest uncertainty component in the ear-

[1.8x10°7]; (207h lier proton gyromagnetic ratio experiment was due to the

measurement of the diameter of the windings, the apparatus
and the result of théHe—*He comparison experiment is used to carry out those measurements was improved and the
(Shifrin et al, 1997; Shifrin, 199y data were more complete—the diameter of each turn was
7 (*He) determifne: at 1|2 podints. Eecaur?e the magnetic dipole mo-
EA -8 ment of the solenoid used in the VNIIM experiment was
h 864.02276129 [2.9¢1077), (208 comparatively small, as was the magnetic susceptibility of
the ground underneath the solenoid, any correction for the
gffect of the ground was expected to be insignifig@ttifrin,
1997. The effect of the magnetic field of the solenoid on the

where for both experiments the asterisk indicates that th
measurements were carried out in air. Together these equ

tions yield e
system used to compensate the Earth’s magnetic field was
Ve =I* (I0) KRk (2093 taken into eccount a_nd an apprqpriate component of uncer-
h Th=90" K goRk 90’ tainty was included in the experiment’s uncertainty budget
ith (Shifrin, 1997.
wi The result reported by Tarbeest al. (1989 (Shifrin,
I 4(10)=2.0378956(37)x 10¥s 1 T2 1997 may be written as
—7 KJ QVNIIM
[1.8x10"7]. (209 ¥h =In-vnim (10) Ko 0 (21339
. . . J—VNIIM
The only correction that needs to be applied to this resul\tNith
to convert it to the required form is—1.156(20)
X 10" "I go(lo) to account for the fact that the experiments Iy (10)=2.037890 1471) x 10° s T~*
were done in air. This leads to [3.5%10° 7] (213b
I}_oy(10)=2.0378953737) x 1P s 1 T2 where the asterisk indicates that the experiment was per-

. formed in air. Additionally,K;_ynm =483596.176 GHz/V
7
[1.8x10"7]. (210 was the adopted value d&f; used by VNIIM to define its
The value ofa that may be inferred from Eq210) follows  laboratory unit of voltage, an@,y is the VNIIM labora-
from the expression tory unit of resistance based on standard resistors at the time
, of the experiment, the mean date of which was 20 November
Ks-90Rk-900e- Ll (217 1987 (Shifrin, 1997. The principal components of uncer-
4R Me tainty contributing to the quoted uncertainty arise from the
which is analogous to Eq192). We find measurements of.the dlamete_r ar_1d position of each turn, the
diameter of the wire, the distribution of the current over the
-1-137.03598582) [6.0x10°%]. (212 cross section ef the wire, the overall shape of the winding,
“ ®2 1 I (212 and the instability of the emfs of the standard cells.
) ' . . . The fractional corrections to be applied to this result are
b. VNIIM: Low field. The VNIIM low-field helion experi- 3565<10 ¢ to convert from Ky yym 10 Kj eo:

ment was carried out in air at 23°C with spherical low- 5 .
pressuréHe samples. The NMR frequency was measured b39'072(50)>< 10" 1o convertQyyyy /) 10 Ry /Rk—go; and

free precession with thiHe atoms first polarized by optical . _ 1.149(20)<10 ” for the effect of the air. The correction
P P y op for Qynm 1S based on a recent VNIIM analysis of a large

pumping as was done in the VNIIM experiment that deter'body of data from VNIIM as well as other laboratorigzhi-

mined the shielded helion to shielded proton magnetic mo; . o .
. : g frin, 1997). Application of these corrections to E¢R13

ment ratio(Belyi et al, 1986. The magnetic field was pro- ields

duced by a four-section, single-layer precision solenoid 204 , iy

mm in diameter and 500 mm long with a total of 256 turns I o(10)=2.037 897 2072) X 10*s ' T,

that generated a magnetic flux density of 0.57 mT with a [3.5X10 7] (214)

I _g(lo)=—
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from which one may infer sok, 1986; a low-field experiment at the PTBWeyand,
—1_ _7 1985; and a low-field experiment at the NRVigoureux
“« 137.03594216)  [1.2x10 ] (215 and Dupuy, 198D For reviews of these values as well as
based on Eq(211). others, see Taylor and Cohdt990; Cohen and Taylor
It is of interest to compare the VNIIM 1989 helion low- (1987); Cohen and Taylof1973; and Tayloret al. (1969.
field result with the VNIIM 1981 proton low-field result. The

value obtained by Studentset al. (1981 may be written as
3.5. Josephson Constant K

Yo =Ip—ynim (10) =—— (M (2163 In this section we consider measurements of the Josephson
VNIIM constantK; in its Sl unit Hz/V. In the following three sec-
with tions we consider measurements of the von Klitzing constant
R in its Sl unitQ, the quantityK 3R in its Sl unit J* s,
I3y (10)=2.675125716) x 10°s ™+ T+ and the Faraday constaRtin the unitAgy s mol %, where
[6.0x10°7], (216 Agp is the conventional unit of current based on the Joseph-

son and quantum Hall effects and the conventional values
where the asterisk indicates that the NMR sample wax; o, andRy_q, (see Sec. 2)5 Since all of these measure-
spherical, contained pure,8, and was at 24°C, and that ments involveK ; and/orRy , the results are grouped in Table
the experiment was carried out in air. The quantiiggu 11, together with the values af andh that may be inferred
and Qv are, respectively, the working unit of voltage from the data, assuming the validity of the relatioks
based on standard cells used in the experiment and the2e/h andRy=h/e?.
VNIIM laboratory unit of resistance based on standard resis- The quantityK; is determined by measuring a voltage
tors on the mean date of the experiment, which was 1 Sepn terms of both a Josephson voltdgg(n) =nf/K; (see Sec.
tember 198QTarbeev, 1981 The value ofe that we infer  2.4.1) and the Sl unit \=m?kg s *A~1. The comparison can

from the result in Eq(216) is be direct, which leads to
a 1=137.03620828) [2.0x10° '] (217 U/Uy(n
K= anv—l, (218
based on_Eq.(192, the result K,=483594.983(12) u/v

X10° GHzNVyym (Tarbeev, 1981 the result Quuiv  whereU/V is the numerical value dff whenU is expressed
=[1-0.118(71)x 10" °] Qg from the recent VNIIM analy- in the unit V (see Sec. 1)2 Alternatively, the voltageJ) can

sis mentioned abovShifrin, 1997, and corrections for tem- pe compared to a laboratory unit of voltagesg known in
perature and air. We see that the difference between the 1988rms of a particular value of the Josephson constant
and 1981 results is 81y, Whereugy is the standard un- Kk, ... In this case, the appropriate expression, in analogy
certainty of the difference, and thus that they strongly disith Eq. (293, is

agree. The origin of this disagreement is unknown, but the

many improvements incorporated into the 1989 experiment K=K, ag U/Vias
give it preference over the 1981 experiment. Further, the VA
value of a that one may infer from the 1981 result strongly whereU/V g is the numerical value o) whenU is ex-
disagrees with all other values. Thus, in keeping with OUmyressed in the uni, g . In either casédirect or in terms of
policy (see Sec. 1)} we view the 1989 result as supersedingVLAB), U/V is determined by counterbalancing an electro-

the 1981 result. static force arising from the voltagé with a known gravi-
tational force.

(219

3.4.3. Other Values

) 3.5.1. NML: Hg Electrometer
There are a number of other results from low- and high-

field y,’) experiments, some of which are nearly 50 years old. The determination oK, at the National Measurement
We do not consider these for a variety of reasons, such aslaaboratory(NML) of the Commonwealth Scientific and In-
noncompetitive uncertainty, the tentative or preliminary na-dustrial Research Organizatig€@SIRO), Lindfield, Austra-
ture of the result, the unavailability of critical information lia, was carried out by Clothiest al. (1989 using a liquid-
regarding the experiment, difficulties in relating laboratorymercury electrometer which was first proposed by Clothier
electrical units toVgg and Qgqg, or such gross disagreement (19650 and had its origin in the attracted-disk electrometer
of the result with other data that it is obvious it contains adescribed 130 years earlier by Har¢is834).

large systematic error. The more recent of these other values The NML Hg electrometer used a vertical electric field
are from the following: a low-field experiment at the Elec- applied to the surface of a pool of Hg to elevate the pool to
trotechnical LaboratoryETL), Tsukuba, JapafNakamura, a heights of somewhat less than 1 mm relative to two adja-
Kasai, and Sasaki, 1987ow- and high-field experiments at cent Hg pools coupled to it but to which no field was applied.
the Amt fr Standardesierung, Messwesen und WarrenpruThe electric field was produced by a voltagdeof the order
fung (ASMW), Berlin, the former GDRForkert and Schle- of several kilovolts or more applied to a metal film electrode
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TasLE 11. Summary of data related to the Josephson congtgnthe von Kilitzing constanRy, and the
Faraday constarf, and inferred values ok andh.

Relative standard

Quantity Value uncertaintyu, Identification  Sec. and Eq.
K, 483597.91(13) GHz V* 2.7x10°7 NML-89 3.5.1(221)
h 6.626 0684(36X 10 **Js 5.4x 1077 3.5.1(223
K, 483597.96(15) GHz V* 3.1x10°7 PTB-91 3.5.2(226)
h 6.626 0670(42X 107 %*J s 6.3x10°7 3.5.2(229)
Ry 25812.808 3(62) O 2.4x10°8 NIST-97 3.6.1(232
a 137.036 003[B3) 2.4x10°8 3.6.1(233
Ry 25812.807111) O 4.4x10°8 NML-97 3.6.2(235
a 137.035 997@1) 4.4x10°8 3.6.2(236)
Ry 25812.809214) O 5.4x10 8 NPL-88 3.6.3(237)
a 137.036 008&3) 5.4x10°8 3.6.3(239
Ry 25 812.808434) O 1.3x10°7 NIM-95 3.6.4(239
a 137.036 00419) 1.3x10°7 3.6.4(240
K2Ry 6.036 7625(12x 1023 st 2.0x10°7 NPL-90 3.7.1(245
h 6.626 0682(13x107*J s 2.0x1077 3.7.1(246
K2R« 6.036 761 85(53% 10%J ! st 8.7x10°8 NIST-98 3.7.2(249
h 6.626 068 91(58% 10 %*Js 8.7x10°8 3.7.2(249
Foo 96 485.39(13) C molt 1.3x10°° NIST-80 3.8.1(264
h 6.626 0657(88x 10 34J s 1.3x10°8 3.8.1(265

on a fused silica optical flat a distandeof several millime-  pairs of electrode spacings and two voltage polarities. The
ters above the pool. The relationship ©fU, andd is |U]| final result given by Clothieet al. (1989 based on 16 of
=kds"2 with k= (2pg/eqe;) %, wherep is the density of the  those measurements is

Hg, g is the local acceleration of free faklg=1/uc? is the

electric constant, ang, is the relative permittivity of the gas K;=4835941+8.087269 X 10~ °] GHz/V
between the electrode and the surface of the Hg pool. To .
eliminate surface effects on bathandd, the measurements =483597.9113) GHz/V  [2.7X10" 7], (221

were carried out at two different voltagék, andU,, with
|U,|>|U,4|, and spacingsl; andd, chosen such that the where the two principal relative standard uncertainty compo-
electric field strengthd);/d; and U,/d, (and hence pool nents contributing to the quoted uncertainty arex19 8
elevationss; ands,) were approximately the same. In all arising from the determination df and 13<10 8 arising
casesd ands were measured interferometricaliZlothier,  from the optical interferometry.
Sloggett, and Bairnsfather, 1980The voltage difference The value ofg used by Clothieet al. (1989 was based on
AU=|U,|—|U,4| is given by measurements carried out at NML in 1979 by a Russian team
_ 12 1/2 (Sloggett, 1994 using the absolute gravimeter “GABL”
AU=k(dzS; "~ d15;7). (220 (Arnautovet al,, 1979. Similar measurements carried out at
Since the values df, d, ands were determined in Sl units, the same site in 1993 by a Japanese téS8inggett, 1994;
the value ofAU obtained from Eq(220) was in the unit V. Hanadeet al,, 1994 gave a result fog that was smaller than
Further, sinceAU was also determined in termséf,. and  that obtained in 1979 by a fractional amount of about 0.14
the latter was based on the valkig . =483594 GHz/V, X 10 ® which may be compared to the 0030 ° relative
K; could be obtained from Eq219). standard uncertainty of their difference. The 1993 valug of
Clothieret al. (1989 carried out their difficult experiment implies an increase in the value Kf; given in Eq.(221) by
with great care; many subtle systematic effects were thorthe fractional amount 0.0910 . However, there is no ba-
oughly investigated, including those associated with the insis for replacing the the Russian result by the Japanese result
terferometric measurements dfands and with the forces since the former has as an assigned uncertainty half that of
acting on the Hg other than the assumed electrostatic artthe latter, the Russian result includes an assessment of pos-
gravitational forces. The density of the Hg used in the exsible systematic effects while the Japanese result does not,
periment was determined by Patterson and Pro@@€85  and difficulties with the Japanese apparatus during the course
[see also Patterson and Prow$688] through comparisons of the measurements severely curtailed the amount of data
with samples of known density as determined by Cookobtained(Sloggett, 1994 Further, in the international com-
(1961 [see also Cook and Storigd57)]. A total of 27 mea- parison of absolute gravimeters carried out at the BIPM in
surements oK ; were carried out in 1983 at three different 1981 (Boulanger, Arnautov, and Scheglov, 198the Rus-
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sian value ofy obtained using GABL was consistent with the  The result reported by Funck and Sienkned®91) based

mean value ofj obtained using a number of instruments aton the mean of 48 pairs of values Kf; obtained in 1989,

the fractional level of X108, with the outer electrode both positive and negative with re-
As pointed out in Sec. 3.4, the fine-structure constant spect to the grounded inner electrode, is

and Planck constartt are central to the 1998 adjustment. .

Since the relative standard uncertainty@fs considerably Ky=K;-od 1-0.027274%10 ]

less than that of the NML value d{;, the value ofh that =483597.8913) GHz/V [2.7x10 /]. (225

may be inferred from it, if one assumes the validity of the o ) )

relationK ;= 2e/h, is of particular interest. Based on the ex- he quoted uncertainty is dominated by Type B relative stan-

pressiona = e?/4meyh = uoce?/2h, we have dard uncertainty componeqts of approximately 3)‘7,_ 1
X107, and 1X 10 7 associated with the determination of
8a mg, U in terms of the Josephson effect aikgl g9, andAz,
h= 2 (222 respectively.
HoCKS

A comparison of capacitance standards in the late 1990s
Using the value ofK; in Eq. (221) and the 1998 recom- involving several European national metrology institutes in-
mended value ofr, we find dicated the existence of a possible error in the PTB calcu-
h=6.626 068436)x 10 #Js [5.4x107]. (223 lable cross capacitc(Bachmgir, 199Y_. The error, conﬁrme_d

by the early results of a similar but international comparison
being carried out under the auspices of the CCEM of the
CIPM, was traced to a systematic error in the fringe-counting
system used to determine the approximate 0.5 m displace-

and Sienknecht1991) using a voltage balance consisting of ment of the movable electrode of the PTB calculable capaci-
two coaxial cylindrical electrodes 126 mm and 142 mm intor and was exactly one fringdachmair, 1999 [see Sec.

diameter (Sienknecht and Funck, 1986; Sienknecht and3'6 for & brief description of such capacitprShis means

Funck, 1985 The smaller, fixed i;wner el,ectrode was Sus_that any capacitor calibrated in terms of the PTB calculable
pendea from a beam of a, balance and the larger, movabféapadtor When the fringe-counting system was malfunc'Fion-
outer electrode could be displaced in the verticdirection Ing was assigned a value that was too small by the fractional

—7
relative to the suspended electrode. The nominal value of th@mount 6.1% _10 - Unfortunately, .PTB resea}rchers are un-
change in capacitancé between the electrodes with dis- able to establish whether or not this error existed at the time
placementAz was AC/Az=0.38 pF/mm. The displacement in late 1989 when the 10 pF reference capacitor used in the
was measured interferometrically and was about 27 mm, cof B _vglt-balance e xperiment was calibrated; they believe
responding to a change in capacitance of 10 pF. A 10 K hat it is equally likely tha}t the error was present as not
voltage U applied between the electrodes and measured iRretseranEachrlnalr, 199}3 SI?C%I,(J fgp?:ndsf on the squar?[
terms of the Josephson effect using the conventional value é oto Ig \;]a ue gst5|gcri1e do e} t'p rle erenczf%aggm o,
the Josephson constamht; 9, produced an electrostatic IS cou ave introduced a lractional error :

force F, between them equal to the gravitational force on a X 10 Im thfe V?_Iue ?fKJ' T? acc;)linégolr ggsoegsflalrl:ty’
g standard of massng. More specifically, F.=mg[1 we apply a fractional correction of 1.55(1.55) o the

~ p(N,)/pd, whereg is the local acceleration of free fall at originally reported value given in Eq225). This leads to

the site of the balancey(N,) is the mass density of the K,=483597.9615) GHz/V [3.1x10 7], (226
nitrogen gas with which the apparatus was filled, @gds

the mass density of the standard of mass used to counterb&0m which we infer using Eq(222),

3.5.2. PTB: Capacitor Voltage Balance

The determination oK ; at PTB was carried out by Funck

ance the electrostatic fOI’C@e. h=6.626 067042) X 10734‘] s [63X 1077]. (227)
The basic equation for the voltage balance is
2(1+D)F |2 3.5.3. Other Values
| TACIAZ | (224 .
A result from the Laboratoire Central des Industrided=

where the correctiorD is determined experimentally and trique (LCIE), Fontenay-aux-Roses, France with a relative
accounts for the slight variation df, with displacement. standard uncertainty of 2410 ®, obtained using a Kelvin
This expression shows that in order to determine the voltagelectrometer, was initially considered as an input datum in
U in the unit V so that Eq(219 can be used to obtaid, the 1986 adjustment, but was later deleted because of its
AC must be measured in its Sl unit the farad F. This wasioncompetitive uncertainfCohen and Taylor, 1987it was
done by means of a substitution bridge that compa€dto  not considered by the CCEM in its analysis of value¥gf

a 10 pF reference capacitor whose capacitance was detehat led toK;_go (Taylor and Witt, 1989

mined in farads with a relative standard uncertainty of about The result of Bego and colleagues with a relative standard
3.5x 10 8 using the PTB calculable cross capacitBach-  uncertainty of 3.5 10"’ obtained in 1987—1988 at the Uni-
mair et al,, 1995; the total relative standard uncertainty as- versity of Zagreb, Republic of Croatia, using a capacitor
signed to the measurement & was about X 10 7. voltage balance with flat-plate electrodes, was initially con-
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sidered by the CCEM in its analysis but was ultimately re-movable and the other fixed, and both of which are inserted
jected because of its significant disagreement with other valpart way into the array along its axis. For such a configura-
ues (Taylor and Witt, 1989 Subsequently, Bego and tion, the cross capacitance between diagonally opposite bars
colleagues identified several unsuspected systematic errorsim independent of their diameter and is determined by the
their experiment due mainly to the difference in the ac andlistance between the two guard electrodes. In practice, the
dc capacitance of the balance electrodes arising from surfadeown change in capacitance due to an interferometrically
effects, the measurement of the displacement of the movablaeasured displacement of the movable electrode relative to
electrode, and the voltage dependence of the capacitance thie fixed electrode is compared to the resistance of a refer-
the electrodes, but they were unable to retroactively correance resistor through a chain of impedance comparisons
their 1987-1988 resulBegoet al,, 1993. which we discuss in connection with particular experiments.

In principle, ampere balance experiments could provideA displacement of the movable electrode of about 25 cm
information on the value oK;, and the results of six such leads to a change in cross capacitance of about 0.5 pF.
experiments with relative standard uncertainties in the range The uncertainty oRy is determined mainly by the quality
4.1x 10 8 to 9.7 10 © were initially considered in the 1986 and implementation of the design of the calculable capacitor
adjustment(Cohen and Taylor, 1987 However, all were and the apparatus used to compare its capacitance to the
eventually discarded because of their disagreement with theesistance of the reference resistor, and the extent to which
other data and/or their negligible weight. No new amperesystematic effects are understood. These effects include geo-
balance results have become available or are expected in theetrical imperfections in the calculable capacitor, voltage
future; such experiments have been replaced by thosdependences of capacitance standards, calibrations of trans-
involving voltage balances or moving-coil watt balan¢ese  former ratios, and the difference in ac and dc resistance of
Sec. 3.7. the reference resistor, since the impedance measurements are
carried out at a¢for example w = 10* rad/s or approximately
1592 Hz and the QHR measurements are carried out at dc.
The uncertainty of the comparison Bfwith Ry(i) or Q, ag

The quantityRy is determined by measuring a resistanceis usually rather smaller than the combined uncertainties of
R in terms of both the resistand®,(i)=R«/i of theith  the calculable capacitor and impedance chain.

3.6. von Klitzing Constant Ry

guantized Hall resistand®HR) plateau(see Sec. 2.4)2and As noted in Sec. 2.4.2, if one assumes the validity of the
the Sl unitQ =m?kg s A2 The comparison can be direct, relationRy= h/e?, R¢ and the fine-structure constamtare
in which case we have related by
R/Q ,LL()C
=i 5= =5 230
RK l R/RH(l) Q, (228) a 2RK ( )

whereR/Q is the numerical value dR whenR is expressed Sinceu, andc are exactly known, the relative uncertainty of
in the unitQ (see Sec. 1)2or instead, the resistanéecan the value ofa that may be inferred from a particular experi-
be compared to a laboratory unit of resistaizg,g known mental value oRy is the same as the relative uncertainty of
in terms of a particular value of the von Klitzing constant that value.
Rk_Lag - In this case the relevant relation, in analogy with _
Eq. (29b), is 3.6.1. NIST: Calculable Capacitor
R/Q The first NIST calculable cross-capacitor measurements
Rk _as =~ (229 were reported nearly 40 years ago by Cutkogk961). He
R/IQ as . L . .
used a capacitor consisting of horizontal bars to determine
where R/Q 5 is the numerical value oR whenR is ex- the NIST (then the National Bureau of Standards, NBS
pressed in the uni g . In either casédirect or in terms of  laboratory unit of resistance based ofi)Istandard resistors
Q) ap), R/IQ is determined using a calculable cross capacitorin terms of the ohm{Q2y,st/Q, with a relative standard un-
The calculable cross capacitor is based on a theorem igertainty of about X 10 6. A new vertical capacitor of the
electrostatics discovered by Thompson and Lampaebo now classic geometry described above and pioneered by
(Lampard, 195Y. The theorem allows one to construct a cy- Clothier (19653 at NML (then the National Standards Labo-
lindrical capacitorfThompson, 1959whose capacitance, to ratory, NSD was constructed starting in the late 1960s and
high accuracy, depends only on its lengffihe electric con- culminated in a measurement @i, 51/}, reported in 1974,
stante,= 1/uqc? is also required but is exactly known, since with a relative standard uncertainty of X708 (Cutkosky,
in the Slug andc are exactly known.In its most accurate 1974). Using the same system, but with a number of im-
practical form(Clothier, 19658 the calculable cross capaci- provements, a value faRy,st/{) was reported in 1989 by
tor consists of four long, parallel, identical cylindrical bars in Shieldset al. (1989 with a relative standard uncertainty of
vacuum with small gaps between their surfaces and oriente®.2x 10 8; and based on this result and measurements at the
vertically with their axes forming a square array. In addition,same time by Caget al. (19893 of Ry(4) of a GaAs/
there are grounded cylindrical guard electrodes centered b&lGaAs heterostructure in terms of2ysr, Cage et al.
tween the bars at either end of the array, one of which i$1989h reported

RK:
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Rx=25812.81+0.280q24) <10 %] O extremely stable and thus was not checked in the earlier ex-
periment, might have shifted unexpectedly at the time of
=25812.807261) 0 [2.4x10°%]. (23D  those measurements.
) ) ) Because the 1997 NIST value Bf given in Eq.(232) is
The NIST work to determind®, continued, focusing on  pased on a much more extensive body of data than is the
the acquisition of more data and the investigation and elimi- ggg value, including the results of an extremely thorough
nation of pqssible sources of systematic error. Based on thiﬁvestigation of possible systematic errors, we use only the
new effort, in 1997 Jefferyet al. (1997 and Jefferyetal. 1997 value in the 1998 adjustment. This is consistent with

(1998 reported the view of Jefferyet al. (1998 that the newer result super-
e sedes the earlier result. The X.40 8 relative standard un-
Rk=25812.81+0.32224)X10°°] Q certainty of this value, which is smaller by about a factor of

—25812.8083162) O [2.4X10°8], (232 2 than the next most accurate measured valuR,of con-

' ' ’ sists of the following major componentmainly Type B:
which exceeds the 1989 result by the fractional amount 4.%'9X 1_0 a_ssomated with measurement of the bank of 10. pF
% 10-8. capacf[ors in terms of_ghe NIST cglculable cross C_apaC|tor,

The calculable capacitor and impedance chain used to otfhmh includes 1.% 10" from possible geometrical imper-

B . . _8 .
tain the 1997 result were essentially the same as those us %CtIOHS of the calculable capacitor; k30 ° associated

to obtain the 1974 and 1989 results. In brief, the known O.E‘a"”th measurement of R311 in terms of the 10 pF bank; and

pF change of capacitance of the NIST calculable cross c).7x10"" associated with measurement of R311 in terms of

pacitor is compared, using a two-terminal-pair transformelRH(z) andRy(4). Thevalu_e ofa that may be inferred from
bridge, to the capacitance of a fixed 10 pF portable standargir,‘e NIST 1997 value oR is, from Eq.(230),
which in turn is used to calibrate a bank of five similar 10 pF
standards maintained in an oil bath using a two-terminal-pair
10:1 transformer bridge. These standards and a 10:1 four-
terminal-pair direct reading ratio set are then used to cali- 3.6.2. NML: Calculable Capacitor
brate a 100 pF capacitor, and that capacitor and the ratio set
are used to calibrate two 1000 pF capacitors. These in turn Clothier (19658 completed the construction of his pio-
are employed as two arms of a frequency-dependent quadraeering calculable cross capacitor at NML in the early 1960s.
ture bridge to determine the ac resistance of two 100 k At the same time he and NML colleagues developed the ac
resistors. Each of these is then compared, using a 1004nd dc apparatus required to relate its known capacitance to
equal-power resistance bridge, to a 1@@@ransportable re- the 1() resistance standards on whi€h, was based. The
sistor called R311. The difference in ac and dc resistance afomplete system was functional in 1963, at which time mea-
R311 is determined by comparing it to a special coaxialsurements ofQyy. /{2 commenced. Results obtained in
straight-wire resistor of calculable ac/dc difference. All ac1964 and 1967, together with a detailed description of the
measurements are done at 1592 Hz. system and its uncertainty, were given by Thomp&l#368.
Starting in the early 1990s, a cryogenic current comparatofhe system was used on a regular basis to maitig,.
(CCCO) was used to compar@y(4) andRy(2) to a 1000 until the introduction by the CIPM, starting 1 January 1990,
reference resistor and to compare that resistor to R311. Pri@f the ohm representation based on the QHE and the conven-
to this time, Ry(4) was compared to 6453.Q reference tional valueRy_oq (see Sec. 2)5 Small (1987) briefly sum-
resistors using a potentiometric technique and these wemarized the results obtained through 1986, described the im-
then compared, using classical dc scaling methods based pnovements made to the system since it was first used,
a Hamon resistor, to the @ resistors that define®@yst. discussed a correction that had to be applied retroactively to
The resistor R311 was also compared to th€ Yesistors the results obtained starting in 1974, and reassessed the un-
using such classical methods. certainty of the system. He concluded that a resistance of one
The likelihood that the 1989 NIST value & was in  ohm could be determined in ohms with a relative standard
error became fully apparent to the NIST researchers in thencertainty of 6.X 10 8.
early 1990s. Every effort was then made to understand the Based on such calculable capacitor measurements and
cause of the error. All critical aspects of the experiment, ormeasurements dRy(4) of one GaAs/AlGaAs heterostruc-
both the ac side and the dc side, were exhaustively checkadre andRy(2) of another in terms of 1) resistance stan-
but to little avail. It was concluded that about 8.40 8 of  dards, Ricketts and Cage (1987 reported Ry
the 4.2<10 8 shift between the 1989 and 1997 values was=25812.8099(20§) [7.8x 10 8]. This work was carried
probably due to a loading effect on the 6453)2resistors out from November 1985 to May 1986. Subsequently the
used in the pre-1990 measurementdkpf4), asmentioned NML calculable capacitor was dismantled, carefully
in Sec. 3.4.1.a, and that the ratio of the current transformer ichecked, and reassembled, the QHR measurement system
the 100:1 resistance bridge used to measure R311 in terms wis improved, and additional measurements were carried out
the 100 K) ac resistorgsee above which had a history of over the period December 1987 to April 1988. From the new
being data, and the earlier data after minor adjustment based on

a~1=137.036003733) [2.4x10°%]. (233
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information gained during the course of the new measuregsed to maintaitf2,,, ; and 1.9< 108 associated with mea-
ments, Small, Ricketts, and Coogé&t989 obtained surement oRy(i) in terms of these resistors. Because of the
Rq=25812.81+0.36366)x 107°] O problems assogiated with the 1989 valueRyf, we use the
result reported in 1997 as the NML value R in the 1998
=25812.809417) Q [6.6x10°8]. (2349 adjustment. The value af it implies is

In the NML system, & pF change in capacitance of the a~1=137.035997@1) [4.4<10°8]. (236
calculable capacitor is compared to that of pF reference

capacitor, which in turn is compared to the capacitance of
two other similar capacitors. The 0.5 pF capacitance of the
three in parallel is then compared to the capacitance of tWo 5 The NPL calculable cross capacitoRayner, 197P is
nF capacitors in four 10:1 steps. These two capacitors argmilar in design to those of NIST and NML and the imped-
subsequently used in a frequency-dependent quadratuggce chain that links itota 1 K2 resistor(Jones and Kibble,
bridge to determine the ac resistance of two 2Drksistors, 19895 is similar to that of NIST with all ac measurements
and thg ac/dc (_jifference in resistance_ of the two in parallel i%eing carried out at 1592 Hz. The 0.4 pF capacitance change
determined using a 10(k transfer resistor of known ac/dc f the NPL calculable capacitor is stepped up to 10 pF, then
difference. Finally, the dc resistance of the two parallel 20,5 1000 pF in three 10:1 steps, transferred to a 100ak
k() resistors is compared to the(1 reference resistors used esistance using a frequency-dependent quadrature bridge,
to maintainQy, using a Hamon resistor of ratio 4.a. All and stepped dowrota 1 K ac resistance in a single 100:1
ac measurements are carried out at 1592 Hz. In the NMlstep |n the initial work(Jones and Kibble, 1985; Hartland,
QHR measurement systerR,(4) is compared potentio- payies and Wood, 1985he dc resistance of this resistor
metrically to a 6453.2) reference resistoRR;(2) 10 WO \as determined by comparing it at ac and dc to two quadri-
such resistors in series, and the 645Q.2esistors are com- fijigr resistors whose ac resistance at 1592 Hz and dc resis-
pared to the 10 reference resistors used to maint&{u.  tance is the same. In subsequent wotlartiandet al, 1987;
via a Hamon resistor of ratio 64%3L. Hartland, Jones, and Legg, 198stead of determining the
As part of the December 1987 to April 1988 redetermina-ac/dc difference of the 1(k resistor, such a quadrifiliar re-
tion of R¢, a possible error in the NML calculable capacitor sistor was measured at ac and then compared at dc with a
due to the spreading of the four main bars as the upper mowgroup of four 1 K) resistors, two of which were then used to
able guard electrode is lowered was investigated and a fracletermine the resistance of the 100resistors used in the
tional correction for this effect of 64108 was incorpo- QHR measurements. The relative standard uncertainty for
rated into the reported result. To check the reliability of thislinking a 10 pF capacitor to the calculable capacitor is
correction and to eliminate the need for it in future measure2.8x 108, which includes the uncertainty associated with
ments, a compensating spike was added to the end of thte calculable capacitor itself, and that for linking a so-
fixed guard electrode after the redetermination was comealibrated 10 pF capacitor to one of the 1Q@HR resistors
pleted. Subsequent measurements uncovered an unsuspedted.4x 1078,
error in the calculable capacitor arising from the need to tilt The result forRx reported in 1988 by NPL igHartland
the lower guard electrode in order to align the interferometeet al, 1988
used to determine the displacement of the movable guard s
electrode(Smallet al,, 1997. This error was eliminated and Ri=Ri-90[1+0.35654)x10""]
a new determination oRy undertaken after the calculable =25812.809014) O [5.4x10°%] (237
capacitor was dismantled, cleaned, and reassembled, and af-
ter a number of improvements were incorporated in both thend was obtained by comparing the 2 plateau of a GaAs/
ac and dc measurement systems. The reliability of the QHRAIGaAs heterostructure to a 2@® resistor using a cryogenic
portion of the system was subsequently confirmed througleurrent comparator. The latter resistor consisted of two
comparisons with BIPMSmallet al, 1997 and NIST(Jef-  100(} resistors calibrated in terms of the Xlkresistors
fery et al, 1997 using 1Q) traveling resistors. known in terms of the calculable capacitor as described
Based on measurements carried out from December 19%pove. The relative standard uncertainty of Rg(2) to
to April 1995 and a complete reassessment of uncertaintie00 () resistance comparison is XA0 8. The 1988 NPL
in 1997 Smallet al. (1997 reported value ofRg is consistent with values given earlier when the
_ calculable capacitor and the impedance chain were in a less
Rk=Ry ool 1+0.4(4.4)x10"7] refined state and when the QHR measurement system was
=25812.807111) O [4.4x1078], (235  being developed; in 1987 Hartlanet al. (1987 reported

, _ , Rx=25812.8106(17)2[6.7X10 8], while in 1985 Hart-
where the quoted relative standard uncertainty consists of th‘and etal. (1989 reported Ry=25812.8083(46) Q

following principal components: 3:210 8 associated with [1.8X10°7]. The value ofa that one may infer from the
the calculable capacitor, which includes 3.00 8 due to NPL 1988 value oRy is

geometrical imperfections; 2410 8 associated with link-
ing of the calculable capacitor to the(l standard resistors a~ 1=137.036008@73) [5.4x10°%]. (239

3.6.3. NPL: Calculable Capacitor
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3.6.4. NIM: Calculable Capacitor The value ofRy given in Eq.(239 agrees with the value
_ ) 25812.8056156) ()[6.1xX10—7] reported in 1988 by Zhang
The NIM calculable cross capacitthang, 198pdiffers ot 51, (1988. It was obtained using the NIM calculable ca-
markedly from the now classic version of Clothier used atyacitor in a less developed state, a more conservative ap-
NIST, NML, and NPL. The four bars are horizontal and the proach to uncertainty evaluation in use at NIM at the time,
length that determines its known 0.5 pF capacitance is thgnd a different and less accurate QHR measurement system.

fixed distance between two narrow insulating gaps about &he value ofa that may be inferred from the 1995 NIM
pm wide in two of the four bars. This distance, about 256,ggit is

mm, is determined by the NIM length metrology laboratory . 77
using modern dimensional measurement techniques. The two a "=137.03600418) [1.3xX10"']. (240
bars with gaps, called detector electrodes, are actually well-
ground fused silica tubes covered with a vacuum-evaporated

Cr—Al-Cr composite film 0.1um thick with the gaps | addition to those discussed above, three valueR,of
formed using a photoetching technique. directly based on calculable capacitor measurements, with
In the NIM experiment to determinRy , the dc resistance quoted relative standard uncertainties of X2 8, 26
of a transportable 1® resistor used in connection with the %1078, and 32¢<10°8, have been reported. These values
QHR measurements was determined in terms of the know{yere obtained by researchers at LC[Belahayeet al,
0.5 pF capacitance of the NIM calculable capacitor throughgg, ETL (Shidaet al, 1989, and at VNIIM together with
an impedance chain in which the 0.5 pF capacitance igolleagues at the Institute of Metrological ServiddS),
stepped up to 1 nF in one 2:1 and three 10:1 steps using @oscow (Kuznetsovet al, 1989. Because their uncertain-
two-terminal transformer bridge, and then to 10 nF using &jes are 9 to 13 times larger than the 2.20°8 uncertainty
four-terminal arrangement of the bridge. This capacitance igf the NIST value oRy , Which has the smallest uncertainty,
compared to the ac resistance of a 10 fesistor using a anq because all seven valuesRyf are consistent, we follow

quadrature bridge, which is then compared to the resistanGge principles given in Sec. 1.4 and do not include these three
of the 1 K transportable resistor using a four-terminal trans-aqdjtional values as input data.

former bridge(Ruanet al, 1988; Zhanget al, 1995. The
difference between the ac and dc resistance of this resistor 3.7. Product KgRK
was determined by comparing it to a special Q kesistor
whose ac/dc difference could be calculated from its dimen- A value of the producK3Ry is of importance to the de-
sions. Again, all ac measurements were carried out at 159@rmination of the Planck constainf because if one assumes
Hz. the relationsk )= 2e/h andRg=h/e? are valid, then

The NIM QHR measurements were carried out using sev- 4
eral different GaAs/AlGaAs heterostructures biased on the h= i
i=2 plateau(Zhanget al, 1995; Zhanget al,, 1993; Zhang K3Rk
etal, 1992; Zhanget al, 1991. The NIM system for relat- |, anajogy with the determination of, and R (see Secs.

ing Ry(2) to a resistance of 1{kis based on 1:1 potentio- 55 o4 3.5 the productkRy can be determined by mea-
metric resistance comparisons and two specialized resistangﬁrmg a powerP in terms of both a powerPy(n,i)
e il

networks. A number of improvements were incorporated in:UZ(n)/RH(i) and the SI unit Wem2kgs 2, with U(n)
the system since it was first described by Zhangl. (1991 =an/KJ andRy(i) =Ry /i. If the comparison is direct, the
and the quoted relative standard uncertainty of relati”gapplicable expression is

Ry(2) to the resistance of the Xktransportable resistor is
now 1.4x10°8 (Zhanget al, 1995. The relative standard
uncertainty of the 0.5 pF capacitance of the calculable ca-
pacitor is given as 1010 8 and that for relating the imped-
ance of the capacitor to the resistance of theXltkansport-
able resistor is 8410 8. The final result forRx, as
reported in 1995 by Zhanet al. (1995, is

3.6.5. Other Values

(241)

PIPN) .
pw WV

whereP/W is the numerical value d®? whenP is expressed

in the unit W. If instead the powd? is compared to a labo-

ratory unit of power\NLABzvaB/QLAB , Where the labora-

tory units of voltage and resistandé ,g and Q g are

known in terms of particular values of the Josephson con-
Rx=25812.808434) Q [1.3x1077], (239  stantK, .xs and von Klitzing constanR¢_ s, respec-

tively, then the applicable expression, in analogy with Eq.

where it should be noted that the significantly smaller uncer{299), is

tainty of the NIM calculable capacitor and impedance chain PIW_ag

given by Zhanget al. (1995 compared to that given by Ruan K§RK= Kﬁ,LABRK,LABW.

et al. (1988 and by Zhang1985 is due to significant im-

provements in the apparatus and the evaluation of all uncer- A practical approach that aIIoWSﬁRK to be determined

tainty components as estimated standard deviatituns,  with high accuracy based on the above formulation was first

1998. proposed by Kibble at NPL nearly 25 years a@d&bble,

K3Rx=n?f?i (242

(243
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1979. Kibble's idea is elegantly simple and was a directtwice the forcer . of Eq. (244), was equal to the gravitational
outgrowth of his measurement with Hunt of the shieldedforce m a 1 kgstandard of mass. The currentvas deter-
proton gyromagnetic ratig, by the high-field methodsee  mined by placing a reference resistor of resistariRe
Sec.34.1p ~ =100Q known in terms ofRx_yp. in series with the coil
~ The basic principle is illustrated by the following simpli- and measuring the 1 V potential differende across its ter-
fied example. Consider a straight, conducting wire of lengttminals in terms oyp,, which was defined in terms of the
| carrying a current in a uniform applied magnetic flux  josephson effect and; yp.. The coil was suspended be-
densityB perpendicular td. The force on the conductor is tween the pole faces of the magnet from one end of a mas-
Fe=B||, and if this force is balanced by the gravitational sive balance beam and the Change in foide was deter-
force on a mass standard with masg, thenBll=myg,  mined by substitution weighing in such a way that the
where g is the local acceleration of free fall. If the same palance beam was always in a horizontal position.
conductor without an applied current is moved with velocity The measurement &F and! as just described gives the
v in a direction perpendicular t® and |, a voltageU,  quotientF,/I of the quantitiesF, and | in Eq. (244). The
=Blv is induced across its ends. The elimination of thequotientUV/v of the quantitiesJ, andv in Eq. (244 was
productBl leads to obtained by rotating the balance around its central knife edge
UJl=Fw=mygv. (244  in such a way that the coil, now in its open circuit mode,
moved= 15 mm about its central positidhe., balance beam

If U, is measured by means of the Josephson efleds, horizonta) at a velocity of 2 mm/s. The velocity was deter-
measured by means of both the Josephson and quantum Hglf o interferometrically and €1 V induced voltageJ,

effects, andng, g, andv are measured in their respective SI across the coil was measured in terms/af, and hence in

units, thfenh the s?fme powaé’r_zuvl will ?ehknown bothhin Llerms ofK;_npL. The quotienty/U, was determined at five
terms of these effects and in terms of the Sl watt, therebyyie ant points along the coil's trajectory when it was as-
determiningKjRy . The beauty of Kibble’s approach is that cending or descending, a parabolic curve fitted to these

it does not require measuring the dimensions of an object O;Soints, and the quotient at the coil's central position calcu-

a magr_1et|c flux density; the o_nly length _measurem_ent "®lated. This procedure was necessary, because the flux density
quired is that needed to determine a velocity. In practice, th?vas not perfectly uniform over the coil’s trajectory

movable conductor is a coil with many turns, hence such an The final NPL result given in Eq245) is the unweighted

ippgr?tu?‘ haf gom(ta t(.) be Ncle:ljlll_ed adrr'lﬁél?g-hcon Wdati bak_inc(?ﬂean of 50 values obtained from July 1987 to May 1988. A
9 date two laboratories, an » ave determineGeg it pased on the unweighted mean of 27 values obtained

KERK using this method. from January 1985 to June 1985 agrees with it, but the un-
certainty of the earlier result is four times larger. Because of
3.7.1. NPL: Watt Balance this large difference in uncertainty and the many minor im-
provements in equipment and measurement technique incor-
Shortly after Kibble’s original proposal of 1975, Kibble porated in the 1987/1988 measurements, Kilglal. (1990
and Robinson(1977) carried out a theoretical study of its took no account of the earlier data in arriving at their final
feasibility based on the NPL apparatus used to determine result. Of the 50 1987/1988 values, 12 were obtained with a
by the high-field methodKibble and Hunt, 1970 This ap-  coil current of 5 mA and a 0.5 kg mass standard. The statis-
paratus was then appropriately modified, and the promisingical (Type A) relative standard deviation of the 50 values is
progress made with it was reported in 1983 by Kibble,3.3x 107 and the relative standard deviation of their mean
Smith, and Robinsoit1983. The final result of the experi- s 0.47<10°7. The principal components of relative stan-
ment was given in 1990 by Kibble, Robinson, and Bellissdard uncertainty due to possible systematic effects, all of

(1990. That result may be written as which were obtained from Type B evaluations, are 1.1
KERK: KngPLRKfNPL[l—F 16.1420)X 10" ] X 10:; assoc_iated vv_ith the measyrer_nent of voltage_ and 0_.5

X 10~ " associated with the refractive index and density of air

=6.036762612) x 10*3J 1s ! (the entire experiment was carried out in air, including the

7 interferometric measurements ofand the weighings
[2.0<1077], (249 During the course of their work, Kibblet al. (1990
where  K;_\p.=483594 GHz/V and Ryg_np.  Searched for and eliminated many systematic errors. The ef-
=25812.809 2Q. fects studied included coil misalignment, simple and tor-
The magnetic flux density used in the NPL experimentsional pendulum-like motions of the coil, the effect of the
was 0.7 T and was generated by a permanent magnet. Tlherrent in the coil on the permanent magnet, and the depen-
moving coil consisted of two flat rectangular coils above onedence of the measured valueKﬁRK on coil velocity. How-
another in a vertical plane and connected in series opposever, Kibbleet al. (1990 could not completely account for
tion. Its total number of turns was 3362, its mean widththe observed variations among the 50 values. In particular,
0.25 m, and its mass about 30 kg. When carrying a cutrent the four values obtained from 15 February 1988 to 24 Feb-
of 10 mA in the 0.7 T flux density, the change in fora& ruary 1988 deviated from the mean of all 50 values by an
on the coil upon reversal of the current, which corresponds tainexpectedly large amount. Nevertheless, since in general as
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many changes as possible were made between measuremaaeded with a relative standard uncertainty significantly less
runs and there was no reason to believe that any of theshan 1x 10 8. However, no result fok3R, has been re-
changes introduced a systematic error, Kibetal. (1990  ported at the time of writingOctober 1998

did not include any additional component of uncertainty to
account for the possibility that the variations between values

were not entirely due to random effects. Work on a moving-coil watt balance at NIST began
For the purpose of the 1998 adjustment, Kibble andshortly after Kibble proposed his new approach. Preliminary
Robinson(1998 reconsidered their uncertainty assignmentstdies were carried out with a Pellat-type “electrodyna-
and suggested that, to allow for this possibility, the datanometer” consisting of a rotatable coil with its axis vertical
should be viewed as a collection of five uncorrelated groupsesting on a balance and immersed in the uniform horizontal

of data with different means, and therefore the statisticalhagnetic flux density at the center of a long solen@sen,
standard deviation of the mean is obtained by dividing theppillips, and Williams, 1984; Olseet al, 1980a.

3.3%X 1077 statistical relative standard deviation of the 50 At the same time’ a Speciai vertical magi(i]alf) m high,

values byy/5 rather than/50. The uncertainty quoted in Eq. 240 mm nominal radiysconsisting of upper and lower su-
(245 reflects this suggestion. The value lofthat may be  perconducting solenoids and smaller compensation wind-
inferred from the 1990 NPL value 3Ry according to EqQ.  ings, connected in series opposition, was designed and con-
(241 is structed(Olsen, Phillips, and Williams, 1980b; Chex al,,
_ Y _ 1982. The solenoids generate, for a current of gt in
h=6.626 068213 x10™*Js [2.0x<1077]. (249 the solenoids and 66 mA in the compensation windings, an
Based on the experience gained in the experiment iuﬁXla”y SymmetriC radial flux deﬂSity of about 0.1 T in the
described, a new apparatus has been designed and cdggion traversed by a moving coil that encircles the solenoids
structed at NPL by Robinson and Kibbi997 that is ex- in the watt-balance experiment. The magnetic flux density
pected to yield a relative standard uncertainty of the order opver the vertical extent of this region has a fractional varia-
1x 1078, The apparatus, which has the cylindrical symmetrytion of less than 0.05% and the prodi&t, wherer is the
of the NIST apparatus to be described in the next sectiorfadial distance from the axis of the solenoids, has a fractional
uses the same balance beam but little else from the earli¢@riation of a few times 10°. These characteristics of the
experiment. Two horizontal circular coils, one above theflux density keep the variations &f, /v andF¢/I over the
other on the same cylindrical form, are suspended from ong0ving coil’'s trajectory within reasonable bounds and en-
end of the balance beam. Each coil is in the radial magnetigure that, if the diameter of the moving coil changes due to
flux density in the gap between two concentric annular persmall changes in temperature, or if the coil's axis does not
manent magnets. exactly coincide with the axis of the solenoids, significant
The coils have 340 turns each and are about 330 mm igfrors do not occur. The superconducting solenoid is, of
diameter. Much of the apparatus—magnet, coils, interferomcourse, in a liquid helium Dewar, with the moving coil in the
eter for measuring the position of the coils, and balance—arair outside.
in a vacuum chamber to eliminate the uncertainty associated In order to avoid the additional complexities that the su-
with the refractive index and density of air. The magnitudePerconducting solenoid would introduce while they devel-
of the induced voltagel,, and forceF are the same as in the oped the other portions of the apparatus, the NIST research-
earlier apparatus. However, to significantly reduce the unceters constructed a similar room-temperature solenoid cooled
tainty of the voltage measurements in both thg/v and by immersion in an oil bath and which provided a maximum
Fe/l portions of the experiment, and to simplify how the flux density of about 2 mT(Olsenetal, 1985. For this
experiment is carried out, the apparatus is directly connectedglue of B, the voltage induced in a 2355-turn moving coil
to the NPL Josephson array voltage standard. Although thef mean radius 350 mm and traveling at 2 mm/s was 20 mV.
array standard is some 60 m away in another bu||d|ng, thBeverSing a current of 50 mA in the coil resulted in a Change
watt-balance experimenters are able to select, with a relativi@ force on the coil equal to the gravitational force on a
standard uncertainty of about<110~°, any Josephson volt- standard of mass of about 100 g. Using this apparatus and
age less than 1.5 V and directly measure both the induce@nethods comparable to those discussed below, in 1989 Olsen
voltage U, and the voltageU, across the series reference €t al. (1989 and Cageet al. (1989 reported

3.7.2. NIST: Watt Balance

resistor. As a consequence, within brpad ranges, cpll travgrs- K§RK= KngISTRKfNIST[l—i_ 16.691.33 X 10 %]
als may be carried out at any velocity and weighings with
any standard of mass. Further, although the NPL quantum =6.036 760680) x 10*3J 1s !

Hall effect resistance standard is also located 60 m away, it [1.3x10°6] (247
too has been connected to the apparatus; an automated cali- ' '

bration of the reference resistor in terms®f o5 is now  where K \s7=483593.420 GHz/V; and Rg_pist
done every few months with a relative standard uncertainty=25812.848 47(30)2y,st on the mean date of the experi-
approaching X 10~ °. Many other improvements and refine- ment, which was 15 May 1988, based on our analysis dis-
ments have been incorporated in the new apparatus as wetlussed in connection with the NIST Iow-fieiq, determina-
including an on-site absolute gravimeter for determirgrgs  tion [see Eq(184) and the subsequent téxt
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Upon completion of the 1988 measurements, the NISTchanges in the measured value KjR that could not be
researchers installed the superconducting solenoid and ugompletely explained, Williamst al. (1998, took as their
dertook the additional work necessary to obtain a value oktatistical relative standard uncertainty 8.00°8, based on
K3Rk with a significantly reduced uncertaintteineret al,  treating the 989 individual values as a collection of 22 un-
1997; Gillespieet al,, 1997; Fuijii et al, 1997; Stenbakken correlated groups of data. Thus thex120® statistical rela-
etal, 1996; Olsenet al, 199]). The final result from this tjve standard deviation of the 989 values was divided/Bg
phase of the NIST effort was reported in 1998 by Williams rather than\/989 to obtain the statistical relative standard

etal. (1998 and is uncertainty of the mean. The three largest components of

K§RK=KigoRngo[l—O.00887)><10_6] relative standgrd uncertainty due to pos_sible system?;ic ef-

fects, as obtained from Type B evaluations, arex4l8
=6.036 761 8653) X 10°3J 1s ! for the index of refraction of the air, 4010 8 for apparatus
8 alignment, and 3.8 108 for relating the measured voltages
[8.7x10 °]. (248 ¢ K; o0

The earlier NIST value is consistent with this value, but has During the course of their work, the NIST researchers in-
an uncertainty about 15 times larger. vestigated many possible sources of error. For example, spe-

The moving coil in the new measurements was the sameial attention was paid to possible errors due to misalignment
as in the 1988 measurements. However, when traversing i&f the apparatusGillespie et al, 1997; Stenbakkerwt al,
85 mm trajectory in the 0.1 T flux density of the supercon-1996. Determining the index of refraction of air was par-
ducting solenoids at a velocity of 2 mm/s, it generated arficularly troublesome, due in part to the size of the apparatus,
induced voltage of 1 V; and the change in force on the coilutgassing of the components, and gaseous helium leaking
when the 10 mA current through it was reversed was equal tf1to the air. Improvements now being introduced into the
the gravitational forcefoa 1 kgmass standard. Thus the use apparatus should alleviate this as well as other difficulties
of the new magnet led to increases in the force and voltagand lead to a reduced uncertairi§teiner, Newell, and Wil-
by factors of 10 and 50, respectively, thereby allowing thesdiams, 1999. The improvements include converting to
quantities to be determined with considerably smaller uncervacuum operation, incorporating a programmable Josephson
tainties. array voltage standard directly into the experiment, and pos-
The balance was also essentially the same as that used $fPly replacing the wheel balance with a dual flexure-strip
the earlier measurements, but with an improved main kniféalance.
edge. It consisted of a wheel about 610 mm in diameter and As in other similar cases, we consider the 1989 NIST re-
25 mm thick with the knife edge serving as its axle. Thesult as being superseded by the 1998 result given in Eq.
moving coil was Suspended from a three-arm Spider’ WhICN248) and include onIy the latter in the 1998 adjustment. The
in turn was suspended from the wheel by a band of fine wire¥alue ofh that it implies is
that went around the wheel and hung from both sides. An
absolute gravimeter, a refractometer for help in determining h=6.626 068 9158)x 10 %*Js [8.7x10 8]. (249
the index of refraction of air, and a three-axis interferometer
were incorporated in the new experiment as well as many
new instruments and procedures, especially for aligning the

apparatus. In this and the earlier experiment, to reduce volt- 1he Faraday constaftis equal to the Avogadro constant
age noise from ambient ac electromagnetic fields and frorrNA times the elementary charge F=N,e; its SI unit is
vibrational motion of the moving coil relative to the super- .5,jomb per mole, Cmof=Asmol L. It determines the

conducting solenoids, the voltage and velocity differences;ount of substanae(X) of an entity X that is deposited or
between the moving coil and a similar but fixed suspendedjissolved during electrolysis by the passage of a quantity of
reference coil were the quantities actually measured. electricity or charg® =1t due to the flow of a curreritin a

In the 1998 NIST measurements, /v was sampled ap- (ime t. The Faraday constant is related to the molar mass

proximately 650 _times dur_ing a single up or down tra\{ersaIM(x) (see Sec. 2)3 electrochemical equivalei(X), and
of the moving coil. In a typical run, the data from ten pairs of | 5jencez of entity X by

such transversals, interspersed with weighings at a particular
point to determind=./I, were used to determine the profile

e o M (X)
of the flux density. This profile in turn was used to correct =——,
the data from each traversal. These corrected data were then ZE(X)

used to determine the value Of, /v at the point wherd-,/I _ _ )
was determined, thereby yielding a single measurement o¥here E(X) is the massmy(X) of entity X deposited or

KﬁRK. The result given in Eq(248 is the mean of 989 dissolved divided by the amount of char@Qe= It transferred
values obtained over the period January 1998 to April 1998during the electrolysis:

The statistical relative standard deviation of these values

(Type A) is 14x10 8. Although the 989 values were very E(X)= my(X)
nearly normally distributed, because of occasional small It

3.8. Faraday Constant F

(250

(251)
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ObtainingF experimentally thus involves determiniig X)
with Sl unit kg As * andM(X) with SI unit kg mol .

P.J. MOHR AND B. N. TAYLOR

3.8.1. NIST: Ag Coulometer

In practice, as in other experiments that require the mea- There is one high-accuracy experimental value 7af,

surement of an electric current, the quantity Eq. (252) is
measured in terms of a laboratory unit of curréftg
=V a8 /Q as (see Sec. 2)5 Since E(X) varies inversely
with I, and hencd~ varies directly withl, the situation is

available, that from NIST. The NIST determination of
E(Ag) by Bower and Davig1980 used the silver dissolu-
tion coulometer pioneered by Cragg al. (1960 in their ear-
lier determination ofF at NIST. It is based on the anodic

identical to that for low- and high-field measurements ofdissolution by electrolysis of silver, which is monovalent,
shielded gyromagnetic ratios. Based on the discussion afto a solution of perchloric acid containing a small amount

Sec. 3.4 and Eqg1779 and (177bh, we may immediately
write

KRk

E(X)=Egd(X) (252

KJ*QORK%}O’
where&q( X) is the value ofmy(X)/It whenl is replaced by

(I1Agp) A, that is, whenl is taken to be the numerical value

of the current measured in the uAig, times the unit A; and

Ki-90Rk 90
szgoﬁ, (253)
where
M (X)
fgo_m. (254)

As in the case of shielded gyromagnetic ratiosy i,z and

Q) ag are not based on the Josephson and quantum Hall e

fects and the conventional valuks g5 andRg g9, then Eq.

(252 has a modified but similar form. In particular, in the

of silver perchlorate. The basic chemical reaction is
Ag—Ag”+e and occurs at the anode, which in the NIST
work was a highly purified silver bar. By operating the cou-
lometer at the proper potential, one can ensure that any
chemical reactions of the constituents of the solutions other
than the desired reaction are negligible.

The amount of silver dissolved for the passage of a given
amount of charg® = It is found by weighing the bar before
and after electrolysis. However, some of the anode is lost by
mechanical separation rather than by electrolytic dissolution.
Craig et al. (1960 addressed this problem of silver residue
by recovering the mechanically separated silver and weigh-
ing it, a most difficult task. To reduce the uncertainty arising
from such weighings, Davis and Bow&r979 developed a
novel electrolytic method of determining the residue. In their
approach, the silver particles were converted into silver ions

issolved in an electrolyte and the ionic silver plated onto a
&atinum cathode. The correction applied to E&51) was
then the amount of charge that passed during the electrolysis
rather than the mass of the silver particles lost.

one experiment considered here, the appropriate expre:ssionBoWer and Davig1980 carried out eight definitive mea-

is obtained by replacingqo(X), K;j_ g9, and Rx/Rk_go by

Eine(X), Ky ag, andQ g /Q), respectively, and it is nec-

essary to apply corrections t6 ,g(X) to convert it to
Ego X).

It follows from the relations==Nue, €2=2ah/uqc, me
=2R.h/ca?, and Ny=A/(e)M,/m,, where M,=103
kgmol ™! (see Sec. 2)3that

F_Ar(e)Mu c a5)1/2 -
"R, 2_,LLOF ) (259
and thus, from Eq(253), that
KRk A(eM,[ ¢ a°\¥?
0= JNK r() u(__) . (256)
Ki-o0Rk-00 R 2pp h

If one assumes the validity of the expressiths-2e/h and
Rx=h/€?, the latter equation can be written as

cM, Alea?
KJ—QORK—QO Rooh ,

which would be the observational equation f8y.
Also of interest is the relation

Foo= (257)

~ Ky-90Rk-00

Na= "2 Fop. (258

surements oE(Ag), the mean date of which was 15 March
1975. In these eight runs, the mass of the silver dissolved and
the current used was eith@ g and 100 mA or 5 g and
200 mA; the duration of the runs was between 13 ks and
44 ks(3.6 h and 12.2 h The final result based on the mean
of the eight values may be expressed as

E(AQ)=Enist(AQ) KJKNJ.ST QS“)'ST, (259
with
Enst(AQ)=1.117 964615) x 10 6 kg C?
[1.3x10 9], (260

and includes a fractional correction of 1.68(420 © to
account for impurities in the silver samples. This correction
is based on additional analyses of the impurity content of the
silver that were motivated by the 1986 adjustméraylor,
1985. The relative statistical standard deviation of the mean
of the eight values is 0.8510 ° (Type A), and the relative

BecauseK; g9 and Rk _oo have no uncertainty, a determina- standard uncertainty due to weighing, and measuring
tion of the Faraday constant when the relevant current isoltage, resistance, time, and the residue is 8.88 ©

measured in the unihg is a determination oN, .
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The fractional values of the corrections that must be apwhere the uncertainties of the other quantities are negligible
plied to &y st(Ag) in Eq. (260 to convert it to a value based compared to the uncertainty &fy.
on Agg are obtained in the same manner as in the case of
I’} wst(lo) in Eq. (184 and are as follows: 9.26410° to 3.8.2. Other Values
convert from KJ—lgIST:483 593.420 GHz/V tK; ¢o; and The two other values of the Faraday constant available
—0.935(33)x10" " to convert fromQyst/ t0 Rx/Rk-e0  have relative standard uncertainties of aboxt105 and
based on the valuBy=25812.831 14(852yist on the 15 5r6 not considered competitive for use in the 1998 adjust-
March 1975 mean date of the eight runs. Application of thesg,ent. One was obtained at NIST by Marinenko and Taylor

corrections yields (1968 [see also Cohen and Tayl6t973] from measure-
Eog=1.117 973915) X 10 kg C 1 ments of the electrochemical equivalent of benzoic acid and
of oxalic acid dihydrate. The other was obtained at NIST by
[1.3x10 °]. (261 Koch (1980 from measurements of the electrochemical

Naturally occurring silver contains the two isotop@®g equivalent of 4-aminopyridine.

and %Ag in nearly equal abundance. In a separate experi-

ment, Powell, Murphy, and Gramlio1982 determined the 3.9. {220} Lattice Spacing of Silicon  dz
ratio roo=n(%"Ag)/n(1®®Ag), the ratio of the amount of
substance ot°’Ag to the amount of substance ¥Ag, for
the silver used in th&(Ag) measurements. The result is

The crystal plane spacings of silicon and related topics
have been reviewed over the last several years by a number
of authors(Martin et al., 1998; Beckeret al, 1996; Mana
r-o=1.076 37660) [5.6xX10 °], (262 and Zosi, 1995; Becker and Mana, 199 brief, silicon is

a cubic crystal with the same crystal structure as diamond,; it

where the uncertaint)_/ has been recalculated by Eberharqgas eight atoms per face-centered cubic unit cell of edge
(1981 of NIST following the method used throughout the o, o4h 2 543 pm, which is commonly called the silicon lat-

1998 adjustmentsee Sec. 1)3 This result was obtained by .o arameter. The lattice spacidg, of any plane charac-
the arduous but well-developed technique known as absolutt%rized by Miller indicesh, k, | in the full set of planes

isotopic-ratio mass spectrometry, which combines highﬁh,k,l} that are equivalent by symmetry is relatedady

accuracy chemical assay with high-accuracy mass spectrom- 55 .5
etry. In this technique, the mass spectrometers used to dete hl'(l'er a:h h +kt+| I ing isot ¢ silicon &
mine amount-of-substance ratios are calibrated using, € fhree naturally occurring 1Sotopes ot stiicon arsl,

i 30g;i i 8gi
synthetic mixtures of known isotopic composition prepared Szé,s_and 3" I(E‘; arr;oun: oflsu_tl)_stance fractlom(sz_ Sl)t’ |
from nearly pure separated isotopes. x(“¥Si), and x(*"Si) of natural silicon are approximately

Based on Eq. (17) with x(*7Ag)=ro/(1+r79), 0.92ﬁ,. 00? ;ind 0.03_, resfp(—:_-lc.twely.t The Iltnear teTperatu:je
X(19%Ag) = 1/(1+ I 1), I 19 given in Eq.(262), andA,(°"Ag) coefficient of expansion of silicon at room temperature, an

- 76 71 .
and A,(1°°Ag) given in Table 2, the mean relative atomic hence ofa and dyy, is about 2.5&10 *K ., Its elastic

~ — 12 —1
mass of the silver used in the NIST measurements(é{g) constants are such thala/a_)/Ap~ 3.4x10""Pa’", and
is thus the fractional change im for a pressure changkp of

100 kPa or about 1 standard atmosphere 84x 10 .
A/(Ag)=107.86814728) [2.6x10° '], (263 The {220} lattice spacing of silicon is obviously not a fun-
damental constant in the usual sense. Nevertheless, for prac-
tical purposes one can consider the lattice paranastend
henced,,q, of an impurity-free crystallographically perfect
or “ideal” silicon crystal under specified conditioriprinci-
pally temperature, pressure, and isotopic compogsitiorbe
an invariant quantity of nature. Currently the reference tem-
. ~ perature and pressure adopted &gg=22.5°C andp=0
ang?geglféfdmt\g(p‘g)_A’(AQ)M“’ and Eqs.(254), (261), (i.e., vacuum, wheretqg is Celsius temperature as defined on
the International Temperature Scale of 1990, ITS-90

Foo=96485.3913) Cmol* [1.3x10 °]. (Preston-Thomas, 1990However, to date no reference val-

(2649 ues for isotopic composition have been adopted, because the

Following our usual policy, we view the 1980 NIST result in variation ofa due to the variations of the composition of the

Eq. (264 as superseding the earlier and similar 1960 NIS.I.(:rystals used is taken to be negligible at the current level of

: : experimental uncertainty.
[:Isnl::: frisg(:irrt‘r?;jstg rg;?é%thaelh(algg(%’ a\;/vlglr(,:hlg;;T?}g 32{; ir The degree to whic_h a particular h.igh-quality silicon crys-
of h that may be inferred from Eq257) using the 1980 te}I. grown by the floatlng—zpne Fechnlque represents an ideal
result for 9o and the values from the 1998 adjustment fors'l'con crystal depgnds Pf'm?‘”'y on 'the amount of carbpn
the other quantities in that equation is (C) and oxygenO) impurities it contains. Based on experi-
mental and theoretical investigations of the effect of C and O

h=6.626 065788) X 10 3Js [1.3x10°®], (265  on silicon lattice spacing@Vindisch and Becker, 1990it is

where we have taken into account the fact thgt°’Ag) and
A/(1°°Ag) are correlated with a correlation coefficient of
0.087 (Audi and Wapstra, 1998 However, the uncertainty
of A,(Ag) is dominated by the uncertainty ofq, hence the
covariances ofA,(Ag) and other values oA(X) used as
input data in the 1998 adjustment are negligible.
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TaBLE 12. Summary of data related to tfi220 lattice spacing of particular silicon crystals and the quotient
h/m,d,,(wo4) together with inferred values af.

Relative standard

Quantity Value uncertaintyu, Identification ~ Sec. and Eq.
h/m.dpq Wod) 2 060.267 004(84) m$ 4.1x10°8 PTB-99 3.11.1282
oo W4.29) 192 015.56812) fm 6.2x10° 8 PTB-81 3.9.1(272

a™t 137.036 011&%1) 3.7x1078 3.11.1(284)
o MO*4) 192 015.5516) fm 3.4x10°8 IMGC-94 3.9.2 (273
a?t 137.036 010(B7) 2.7x10°8 3.11.1(285
oo SH1) 192 015.58711) fm 5.6x10 8 NRLM-97  3.9.3 (274
a?t 137.036 001#7) 3.4x10°8 3.11.1(286)

believed possible to relate the lattice parameter of such the uncertainties we assign to these PTB differences consist
crystal using its measured C and O contéhtsufficiently  of the following components: 810 ° associated with the
smal)) to the lattice parameter of an ideal crystal with a rela-PTB lattice comparator itself; a statistical component arising
tive standard uncertainty of about<tl0 8 (Martin et al,  from the observed variation of the lattice spacing along the
1998. length of the sample being compared to the WASO 04 ref-

To relate the lattice spacings of crystals used in differenerence sample; an@ x 10”8 d,,(x) for each sample X en-
experiments, it is necessary in the 1998 adjustment to intering a comparisoitincluding the WASO 04 sampleex-
clude information on lattice spacing differences. The fraccept that for the M®4 samplev2x 10 8 is replaced by
tional difference] d,,oX) — dyodref)1/d,o(ref) of the{220t  (342)x1078. As discussed in connection with the NIST
lattice spacing of a sample of crystal X and that of a sampleesults, this last uncertainty component accounts for the fact
of a reference crystal ref can be determined with a relativehat in general, th¢220} lattice spacing of different samples
standard uncertainty in the rangex80 ° to about 2  from the same boule deviate from the mean value of the
x107%, depending on the instrument used and the latticgyoule. The total component of uncertainty common to the
spacing uniformity of the samples. Both PT®/indisch and  yncertainty of each of these PTB lattice spacing differences
Becker, 1988 and NIST (Kessleret al, 1994 have con- s 1.5¢10 8 (Becker, 1998 and hence the covariance of
structed lattice comparators based on x-ray double cryst%{ny two of these fractional differences is 2490 8 (the
nondispersive diffractometry, and these instruments are usggrelation coefficients are about D.ANote that since the
regularly to compare the lattice spacings of differentisame reference sample of WASO 04 was used in the PTB
samples. In particular, as a result of improvements recentliice spacing comparisons and we take these covariances
made to the PTB apparatdlartin et al, 1999, PTB com-  jnq account, the extra component of uncertainty assigned to
parisons have achieved a high degree of internal consistency; 10 0f the WASO 04 reference sample does not increase the
measured lattice spacing fractional differences and calculat certainty of the difference between the lattice spacings of
differences based_(s)n measured C and O content agree {9, other crystal samples derived from the comparison of
within about 210 ° (Martin et al, 1998. each to the WASO 04 sample.

Lattice spacing fractional differences obtained at NIST by The {220 lattice spacing of silicon is relevant to the 1998
Kessleret al. (19993 that we _take as input dgta are given in adjustment not only because of its relationshighten), but
Sec. 3.1.3.¢, Eq$51) 0 (53), in connection with the discus- also because of the availability of an accurate value of

sion qf the relative atpmlc mass of the neu_tr;@mn). The h/m,d,,wo4), whereh/m, is the quotient of the Planck
following are the fractional differences obtained at PTB byconstant and the neutron mass. Further. current measure-
Martin et al. (1998 that we also take as input data: ments of the Avogadro constaNy, by the x-ray crystal den-

doog(W4.28) — dooo WO4) g sity method involved,,(X). We discuss below three deter-

dogod =—1(21)x 10 (2660 minations ofd,x) in meters using a combined x-ray and
optical interferometer carried out at three different laborato-
ries: PTB, crystal WASO 4.2a; the Istituto di Metrologia “G.
Colonnetti” (IMGC), Torino, ltaly, crystal MG 4; and the
. National Research Laboratory of Metrolog¥NRLM),

dadMO*4) — dapd WO4) =—10328)x10°° (269 Tsukuba, Japan, crystal SH1. In Sec. 3.10 we discuss the

oo W17) — dap WO4)
doo(W04)

=22(22)x10°° (267

daod W04) status of measurements of the molar volume of silicon
oo SHI) — dypg WO4) ) Vm(S_l) in the context of determinindyl,; and in Sec. 3.11
=—23(21)x 10 °. (269  we discuss the measurementdi,d,,«(Wo4) as well as the

d22d WO4) quotient h/m(*%Cs). Table 12 summarizes the data and

In analogy with our treatment of the uncertainties of thegives values of the fine-structure constantthat may be
NIST lattice spacing fractional differencésee Sec. 3.1.3.¢  inferred from the data; the calculation of these values is dis-
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cussed in the relevant portion of the text. As in previousstructure is monolithi¢the three crystals or lamellae are like
similar tables, the inferred values are indented for clarity andfins” ), but the monolith is then cut so that one of the end
are given for comparison purposes on[No values of crystals, called the analyzer, can be moved relative to the
Vi(Si) andh/m(*3%Cs) are given for the reasons discussedother two. A monoenergetic x-ray beaffor example, 17

in Secs. 3.10 and 3.11]2. keV Mo Ka; radiation) impinges upon the first fixed crystal,

As discussed at the beginning of this section, the latticealled the splitter, and is coherently split into two beams by
spacing of an ideal silicon crystal of naturally OCCUI'I'iI”Ig iSO-|_gque diffraction. The two beams impinge upon the second
topic compositiord,,o can be deduced from the lattice spac- (middle) fixed crystal, called the mirror, and are again Laue
ing of a real crystal sample. Based on both experiment angiffracted. Two of the four diffracted beams overlap and pro-
theory, Martinet al. (1998 have proposed a number of cri- gyce an interference pattern at the position of the analyzer.
teria that a silicon crystal should meet in order to alld¥o  The analyzer is moved in a direction parallel to the mirror so
to be thained from its lattice spacing. Furthgr, these Workerghat its planes are aligned, then “antialigned” with the inter-
established that WASO 04 meets these criteria reasonabfyrence pattern maxima, and intensity variations of the x rays
well and thatd,,, can be calculated frordy,(Wo4) simply  nassing through the analyzer are measured. The spatial pe-
by taking into account the effect of C and O on the latter.ij,q of these intensity variations, or x-ray fringes, is equal to
The relevant expression {#artin et al, 1999 the (220) lattice plane spacing of the analyzer. By measuring

dyp— doog WO4) 5 the displacement of the analyzer relative to the fixed splitter
W=15(11)>< 10°°, (270 and mirror via optical interferometry as the analyzer is
) i . moved parallel to the mirror, one can determihg, of the
where the standard uncertainty arises from theld ° stan-  5nav7er by comparing the period of the x-ray fringes to the
dard_gncertamty of the correction for C and O and a 10,404 of the optical fringes. The relevant relationdi,,
X 10" ¥ standard uncertainty assigned to account for the fact . .
that WASO 04 may not fully meet all of the criteria. Equa- —(m/q)A/Z, Wherenlls the.number of x-.ray fringes corre-
tion (270 is also taken as an input datum in order to obtainSpondlng .to m optical fringes of period/2, a'nd A
a recommended value df,, as well as its covariances with ~633nm is the wavelength of the laser used to illuminate
the other 1998 recommended values. As pointed out by Marthe optical interferometer. For this value df n/m~1648.
tin et al. (1998, because M®4 contains a large amount of Typically (but see the following sectignthe x-ray fringes
carbon and SH1 may possibly contain voids, it is less clea@'® Scanned by displacing the analyzer less thapr@(m

how well these crystals meet the criteria needed to deduce 250). Successful operation of an XROl is a challenge, and
dyoo from their lattice spacings. the geometric, thermal, and vibrational requirements are se-

vere. Of particular importance is controllirigr, so that ap-
propriate corrections can be applied, measuritige un-
wanted motions of the analyzer—the goal is to move it along

X-ray interferometry began nearly 35 years ago with the? per-fectly straight I.ine..lndee-d, the error in the NIST-Iattice
publication of the now classic letter of Bonse and HartSPacing determination is attributed to a problem with the
(1965. The field developed rapidly, and the many significant™@€ctory of the analyzefDeslatteset al, 1987; Deslattes,
accomplishments of its first decade were reviewed by Hart988; Deslattes and Kessler, 1991 _ _

(1975, Deslatteg1980, and Bonse and Graefi977. The ~_1he XROI determination of th¢220} lattice spacing of
first high-accuracy x-ray interferometric value of tf@20} silicon at the PTB was initiated in the 1970s, and measure-
lattice spacing of silicon was obtained at NIST in the 1970sTeNts 0fdzy Of silicon crystal WASO 4.2a were carried out
in pioneering work by Deslattes and colleagues, initiated id" the early 1980s(Becker etal, 1981; Seyfried, 1984
the 1960s, using a combined x-ray and optical interferometeBecker and Siegert, 1984; Siegert and Becker, 1984; Becker
or “XROI” (Deslattes and Henins, 1973; Deslatmisal, etal, 1982. The special features of the PTB XROI in-
1974; Deslattest al, 1976; Deslattes, 1980lts assigned cluded:(i) a double parallel spring translation stage to move
relative standard uncertainty was=1.5x10"7. Subse- the analyzer with very small guiding errors, thereby main-
quently the NIST value was found to be too large by a fractaining the visibility of the x-ray fringes for displacements as
tional amount of approximately 1:810°¢, but a final value large as 40um, or about 120 optical fringegiji) polished
from an improved NIST x-ray/optical interferometetesig-  ends of the splitter/mirror monolith and of the analyzer por-
nated XROI-) designed to eliminate the apparent cause ofion of the XROI used for the optical interferometry, forming
the error has not been reportéBecker, Seyfried, and Sieg- mirrors that were part of the three crystals themselvis;

ert, 1982; Deslattest al, 1987; Deslattes, 1988; Deslattes displacement of the analyzer determined by the two-beam
and Kessler, 1991 interferometry technique using an optical polarization inter-

In brief, an XROI used to measure tf@20 lattice spac- ferometer; andiv) optimization of the point of impact of the
ing of a particular silicon crystal in meters consists of threeoptical interferometer’s laser beam on the analyzer in order
thin, flat, and parallel crystals cut from the same siliconto reduce the correctiofbut not the uncertainjyfor Abbe
single crystal in such a way that tti220) lattice planes are offset error to a negligible level, and choice of the waist of
perpendicular to the surfaces of the three crystals. The initighe laser beam so that only a very small correction due to

3.9.1. PTB: X-ray/Optical Interferometer
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wave-front nonplanarityFresnel phase shift or diffraction  thereby introduced, the values 0§, w4.2a) obtained from
was necessary. runs 2 to 12 as well as run 1 were found to agree with each
In the initial PTB determination, 170 values of the ratio other and with the original result reported by Becletral.
n/m were obtained from 170 bidirectional scans carried out1981). Although the remeasurement consisted of 414 scans
in vacuum over about 18 d at temperatutgs=22.42°C to compared to the 170 scans of the initial determination, the
tes=22.50 °C, whereggis Celsius temperature as defined onremeasurement is viewed as supporting the result of that de-
the International Practical Temperature Scale of 1968 ofermination, not replacing ittAs part of their effort to un-
IPTS-68(Preston-Thomas, 1969 ach value was corrected derstand the disagreement between the NIST and PTB lattice
as necessary to the reference temperaiggre22.5°C using  spacing values, the PTB researchers also showed, via direct
the accepted linear thermal coefficient of expansion of sili{attice spacing comparisons, thdht,, of the crystals used by
con. In addition, the mean of the 170 valu@btained by  NIST and PTB was the same withink2L0™’d,,,, and hence
fitting a Gaussian probability distribution to th¢mas cor-  that the 1.8 106 fractional difference between the NIST
rected by the fractional amounrt3.9x 108 to account for  and PTB values could not be explained by a difference in the
Fresnel diffraction and cosine error. The mean valuge/of lattice spacing of the crystals.
was then combined with the measured value\db obtain
dooo(W4.29. The result reported by Becket al. (1981 is

%, Wa.29 =192 015.56012) fm [6.2<10°8], (271

3.9.2. IMGC: X-ray/Optical Interferometer

S ~ Researchers at IMGC began their XROI determination of
where the asterisk indicates that the reference temperature gge {220 lattice spacing of silicon in the 1970s and first
teg=22.5°C. [Note that the\/i><10‘8d220(W4._2a)_ compo-  gpserved x-ray fringes late in the decad®asile et al,
nent of uncertainty to account for sample variation dlscusseq978)_ The work continued and a preliminary value iy,
in Sec. 3.9 has been included in the uncertainty of thi§or 5 particular sample of silicon with an assigned relative
value] However, in the 1998 adjustment we take as the refsiandard uncertainty,=2.8x 10°7 was presented in 1988,
erence tem_perature_for measurements involving thg CrySt%gether with a detailed description of the IMGC XROI
plane spacings of silicotyy=22.5°C(see Sec. 3)9Since  (gasileet al, 1989. Subsequently the apparatus as well as

too—tes= —5.5mK at the temperature of interefreston-  the procedures used to analyze the data were significantly
Thomas, 199Dand the linear temperature coefficient of ex- improved, and the value

pansion of silicon at these temperatures is X6 K !

(Beckeret al, 1981), the value ofd,,W4.29 given in Eq. dopd MO*4) =192 015.5506) fm  [3.4x10°°] (273
(271)78must be increased by the fractional amount 1.4for the crystal MO 4 at the reference conditions=0 and
X107°. The final result is te=22.5°C was reported by Basilet al. (1994, Basile

272 © al. (19953. [Note that the (3/2) X 10" 8d,,o(MO*4) com-
ponent of uncertainty to account for sample variation dis-
In the PTB experiment, the two principal relative standardcussed in Sec. 3.9 has been included in the uncertainty of this
uncertainty componentdoth Type B are 5.2x10 8 for the  value] Their result is based on the mean of 196 values of
measurement of temperature and lack of exact knowledge af/m obtained over a period of many months by moving the
the thermal expansion coefficient of WASO 4.2a and 3.0analyzer between optical ordersn=0 and m=270
X 108 for possible Abbe error. The statistical relative stan-(85 um displacement where each value is typically the av-
dard uncertaintyfType A) of the mean value ofi/m as ob- erage of 20 data collected in a 30 min measurement cycle.
tained from the Gaussian fit of the 170 values is only 0.4The largest correction by far that had to be applied to the
X108, mean value is—2.5x 10 8 due to Fresnel diffraction, and
Because the PTB result of Beckeral. (1981 disagreed the largest contribution to the relative standard uncertainty of
with the earlier NIST result of Deslattest al. (1976, the  d,,MO*4) is 1.8<10° 8 (Type B) due to lack of exact
PTB researchers repeated their determinatiod g w4.29 knowledge of the analyzer’s trajectory. Other Type B rela-
under varied experimental conditions in order to investigatdive standard uncertainty components includex0l8 @ for
possible errors due to unsuspected systematic effBetsker  each of the following effects: Fresnel diffraction, XROI tem-
et al, 1982. Prior to the remeasurement, they disassemblegerature, Abbe error, and variations of the thickness of the
and then reassembled the apparatus, realigned the x-ray aadalyzer.
optical interferometers, made other adjustments, and im- The many refinements incorporated into the IMGC experi-
proved their measurement of temperature. They then deriveshent that enabled,,(M0*4) to be determined with such a
13 values ofd,,(W4.22) from 13 runs, with from 13 to 78 small uncertainty are described in a series of papers cited by
bidirectional scans per run for a total of 414 values. Run 1Basile et al. (1994 [see also Bergamiet al. (1999]. The
was carried out with the analyzer and interferometer lasekey advances were a larger displacement of the analyzer, an
beam optimally aligned, while runs 2 to 12 were carried outXROI with a two-beam polarization-encoded optical inter-
with the analyzer tilted from its optimal orientation by dif- ferometer that allowed the displacement of the analyzer and
ferent amounts and the laser beam displaced from its optimats unwanted rotations to be simultaneously measured, and a
position by different amounts. After correction for the errorsdetailed analysis and understanding of the x-ray and optical

Oy W4.29 = 192 015.56812) fm  [6.2x 10" 8].
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interference patterns. In particular, the unwanted rotations ofears later by Fujimotet al. (19953, following the further

the analyzer as it is displaced were measured by monitorindevelopment of the NRLM XRO[see, for example, Na-

the differential displacement§hase shifts between four kayama, Tanaka and Kurod#l19913; Nakayamaet al.

portions of the optical interference pattern and automatically¥1991h; Nakayameet al. (1993; Fujimoto, Tanaka, and Na-

adjusting the tilt of the analyzer translation stage to compenkayama,(1995h]. Improvements made to the early appara-

sate for the rotation. tus include a new polarization-type optical interferometer
Upon completion of the measurements on which the resulvith picometer resolution to measure the displacement of the

given in Eq. (273 is based, the IMGC researchers begananalyzer, a new translation stage for the analyzer that signifi-

work that should eventually allow,,, of a particular crystal cantly reduced its unwanted motions, a feedback system

to be determined with a relative standard uncertainty apbased on an angular interferometer with 3 nrad resolution to

proaching X 10" °. The issues addressed so far include thecorrect for unwanted rotations of the analyzer during dis-

theory of the scanning x-ray interferomet@éiana and Vit- placements of up to 10@m, and the addition of a trajectory

tone, 1997a; Mana and Vittone, 1997beam astigmatism in interferometer to measure unwanted rectilinear movements

laser interferometryBergaminet al, 19970, and how to of the analyzer.

displace the analyzer by up to 2 mm, corresponding to some The dominant contribution by far to the X80’ relative

6000 optical fringes or 10x-ray fringes(Bergaminet al, standard uncertainty of the 1995 result was thex.6 '

19979. Recently, Bergamiet al. (1999 reported the results statistical relative standard deviatidiiype A) of the ap-

of a series of additional measurementsigfmo*4) carried  proximately 900 individual values ofl,,(SHL) obtained

out from October 1996 to January 1997. The same x-rayrom bidirectional scans of up to 250 optical fringes, corre-

interferometer was used in this remeasurement as was usegonding to analyzer displacements of about 88. The

to obtain the result given in Eq273), but first the entire  scatter of the data, which was periodic in time and correlated

XROI was disassembled and reassembled, the laser of thwith the temperature of the XROI, and which over the 18 d

optical interferometer replaced, and a new translation stagef measurements was as large as® 'd,,SH1) peak-to-

or guide for the analyzer crystal as described by Bergamipeak, was identified by Fujimotet al. (19953 to be due to

et al. (19979 was installed. The new guide allowed the ana-the reflection of light from the surface of a quarter wave

lyzer to smoothly scan the x-ray fringes at a speed of 1 pm/plate inserted in the optical path of the interferometer used to

to 0.1 mm/s for displacements of up to 2 mm; unwantedmeasure analyzer displacements. This problem was ad-

rotations of the analyzer were no larger than 1 nrad. Bydressed in a new series of measurements by inclining the

averaging the results obtained from a typical sequence of 4plate so that the reflected light did not interfere with the

scans with analyzer displacements of about 1.6 mm or 500terferometer's main optical beam. As a consequence, the

optical fringes, the statistical relative standard deviation ofscatter decreased by a factor of 3. Based on 829 temperature-

the mean value oh/m was reduced to less thanx10°. corrected values of/m obtained from 829 bidirectional

This implies that in a time period of 1 h, one can investigatescans of up tan=214 (displacements up to about 70m),

a possible systematic error as small as aboutl@ °d,y,. each lasting about 23 min and carried out over 15 d at tem-
Using this improved XROI, Bergamiat al. (1999 stud-  peratures within 200 mK ofg,=22.5°C, Nakayama and

ied the effect of crystal temperatufthe coefficient of ther-  Fujimoto (1997 found for the reference conditiomps=0 and

mal expansion of M®4 was determined from measurementsty,=22.5°C

of dyo(MO*4) over the rangetgy=21°C to tgy=23.5°C g

(Bergaminet al, 19974], lattice strain, unwanted rotations doog(SH) =192015.58711) fm  [5.6x107°]. (274

and transverse displacements of the analyzer, laser dlffra'EglOte that thev2 x 10" 8dl,,o( SH1) component of uncertainty

tion in the optical interferometer, and residual gas pressure i account for sample variation discussed in Sec. 3.9 has
':jhe vacijum C*k‘)a”_‘be(; h(_)usmg the XR%I.' The f|v_e (\j/aIL;es %heen included in the uncertainty of this value.

15220(0'\/'105 247? tame192 (')15 észsfe sFuh 1es dva(rjle 'OM  The 829 values ofi/m varied slowly but periodically over

. ¢ ' fm to ianed ' E‘W't stan g_r uncertainy,e 15 g of data taking, with an amplitude of about 5
ties of 0.004 fm assigned to each, corresponding,te2.1 X 10" (n/m) relative to the mean. This effect was investi-

X 10 8. Because these additional values are viewed by Ber- : :
: - . . ated by carrying out a considerable number of the 829 scans
gamin et al. (1999 as providing confirmation of the 1994 g y carrying

It rather th lacing i K 73 he i with the x-ray interferometer rotated from its optimum align-
result rather than replacing It, we ta. e ER73 as the input ment with respect to the optical interferometer by up to
datum ford,,M0O*4) in the 1998 adjustment.

+8000nrad. Based on the values fm obtained from

these scans and their lack of correlation with the temperature
3.9.3. NRLM: X-ray /Optical Interferometer of the XROI, Nakayama and Fujimot@997 concluded that

the value ofn/m lies within the 5 10~ 8 (n/m) amplitude of
The effort at NRLM to determine thi220} lattice spacing the periodic variation.

of silicon began in the 1970s; a review of the initial work The principal fractional correction that Nakayama and

was presented in 1988 by Tanaka, Nakayama, and Kurod@ujimoto (1997 had to apply to the observed mean value of

(1989. A first result ford,,, of crystal SH1 with a relative n/m was —16.0x 108 to account for the 25um width of

standard uncertaintyy,=1.6x10 ' was reported several the beam of the optical interferometdfresnel diffractioy
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the two other required fractional corrections, that for cosinemethod of determinind\, is called the x-ray crystal density
error amgl3 scan direction, were less thax 108 each. The ~ or XRCD method, and in its modern form as applied to sili-
5.6X10°° relative standard uncertainty of the result is con was pioneered at NIST by Deslattes and Co||eague5 in
mainly due to the 5810 8 statistical relative standard de- the early 19708Deslatteset al,, 1974. It follows from Eq.
viation of the 829 valuegType A). This can be compared to (278 that an XRCD determination oi, involves three
the relative standard uncertainti@s/pe B) assigned for pos- separate experiments: determination dg, using a com-
sible Abbe error and for the Fresnel diffraction Correction,bined X-ray and 0ptica| interferometer or XROI as discussed
the two largest additional componentsther than ouv2 iy Sec. 3.9.1; determination of the amount of substance ratios
X 10~® for sample variatiop which are only 1.6c10"® and  (29sij)/n(28Si) andn(3°Si)/n(28Si)—and hence amount-of-

0.8x10°%, respectively. . substance fractions(*Si)—using the absolute isotopic ratio
We use the value given in ER74) as the input datum for - mass spectrometry technique in order to determine the mean
d2oo(SHY in the 1998 adjustment. relative atomic mas#\,(Si); and determination of(Si).

However, real silicon crystals contain chemical impurities
(see Sec. 3)9which implies that the measured valuesigf,
and V. (Si)=A(Si)M,/p(Si) may not correspond to those
It follows from Eq. (12) as applied to silicon that the Of an ideal crystaln may not be exactly equal to eight, and
Avogadro constanh, is given by the unit cell may be distorte(Biegert, Becker, and Seyfried,
Ac: 1984). Further, because in practice lattice spacing and den-
M ("Si) : . X
Np= —re, (279 sity .measuremenFs are cz_irrled out on different samplgs of a
m("Si) particular boule, information about sample homogeneity is

whereM (ASi) andm(*Si) are the molar mass and mass of required. This means that the silicon crystals must be care-
silicon atoms of a particular nucleon numigerrespectively. fully chgracterized 'both structurally 'and chemically so that
However, in keeping with the discussion of Sec. 3.9, weappropriate correctlons can be applleq to the measured val-
suppose that we are dealing with an ideal silicon crystal at€S 0f dzzo and Viy(Si), thereby allowing Eq(278) to be
tgo=22.5°C in vacuum with a particular isotopic composi- Used to determindl, . o
tion. HenceM (ASi) andm(”Si) in Eq.(275) are replaced by Since the pioneering work at NIST, significant progress
M (Si) andm(Si), the mean molar mass and mean mass ohas been made in all three experimental areas, but also in
the silicon atomsgsee Sec. 2)3 Further, since the binding characterizing and understanding the imperfections of real
energy of each silicon atom in a silicon crystal is only aboutsilicon crystals. The most accurate measuremenbgfof a
5 eV, M(Si) andm(Si) may be viewed as the molar mass Particular crystal sample is that carried out at IMGC and has
and mass of free silicon atoms instead of silicon atoms in & quoted relative standard uncertainty-2.6x 10 ° (Basile
crystal. et al, 1994; amount-of-substance ratio measurements at the
The mean massi(Si) is related to the mean volume of a Institute of Reference Materials and MeasureméRs/IM),
silicon atoma®/n and the mass density of the silicon crystal Geel, Belgium, have now reached the point where the quoted

3.10. Molar Volume of Silicon V,,(Si)

p(Si) by relative standard uncertainty 8f(Si) for a particular sample
3 is u,=1.3x10"’ (Gonfiantini et al, 1997; the most accu-
m(Si):p(Si)a— (276¢) ~ rate measurement @f(Si) is that carried out at NRLM and

n 1

has a quoted relative standard uncertainfy=1.1x10 ’
wherea is the edge length of the cubic unit cell as defined in(Fuiii etal, 1995; and it is believed thatly of a high-
Sec. 3.9 anah is the number of silicon atoms per unit cell, quality real crystal can represethiy, of an ideal crystal with
and where it is understood that the same reference conditiorfs"elative standard uncertainty oKIL0"® (see Sec. 3)9

apply top(Si) as toa (that is, te=22.5 °C and vacuuim|In The considerable effort being expended internationally on
terms of the mean molar volume of silicon, the improved determination &, is motivated in part by the
) ) desire to replace the current artifact-based definition of the
V. (Si)= M(S) _ A(SIM, (277  unit of mass in the Sl—the international prototype of the
m p(Si) p(Si) kilogram—by a definition based on an invariant property of

nature such as the mass of a specified number of particular
atoms(Quinn, 1991; Taylor, 1991or a specified sum for the
Vi (Si) A(SHM, frequencies of a collection of photori3aylor and Mobhr,
AT T Bdp(S) (278 1999. To coordinate this international effort, the Consulta-
2200 tive Committee for Mass and Related Quantiti€€M, Co-
sincen=8 for an ideal silicon crystal and=/8d,,, (see  mite Consultatif pour la Masse et les grandeurs appareste
Sec. 3.9. From this point of view, the Avogadro constant is of the CIPM has formed a subcommittee, the CCM Working
equal to the quotient of the mean molar volume of silicon toGroup on the Avogadro Constant, with representatives from
the mean volume of a silicon atom. all major research groups working in areas relevant to the
Itis clear from the above discussion that a valudlgfcan  determination oN, by the XRCD method. Its present chair-
be obtained from measurements \¢f,(Si) andd,,o. This  man is P. Becker of the PTB.

Eq. (275 can be written as
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Nevertheless, in spite of the impressive advances made standard uncertainties comparable to or smaller than that of

the last decade or so, not the least of which is the improvethe electron, Eq(280) yields a value ofx with a competitive

understanding of the imperfections of real silicon crystals,uncertainty ifh/m(X) is determined with a sufficiently small

the current well-knowr(De Bievre et al, 1997, but not yet  uncertainty. In this section we review two determinations of

well-understood, inconsistencies in a number of experimenh/m(X), one for the neutron and the other for th&Cs

tal values ofV,,(Si) are deemed sufficiently troublesome to atom. As already noted in Sec. 3.9, the neutron result is

preclude the use of any value ¥f,(Si) in the 1998 adjust- included in Table 12 of that section.

ment. The decision to exclude such values was reached in

collaboration with, and has the full support of, the CCM

Working Group on the Avogadro Constafecker, 1997.

The possible cause of these inconsistencies is currently underAIthough the PTB determination &ffm
n

3.11.1. Quotient h/m,

had its origins in

intensive investigation, and it is expected that once it is ideng proposal by Stedmai1968, Weirauch(1979 had serious
tified values oV (Si) can be included in future adjustments. giticyties in implementing the particular method suggested

For completeness we very briefly summarize the current sit

ation.
As indicated in Sec. 3.9, the fractional variation ag

u-

and developed an alternative approagMeirauch, 1978
The basic idea is to use the de Broglie relatipsr mu
=h/A to determineh/m,,=Av for the neutron by measuring

with the observed variation of the isotopic composition ofp i the de Broglie wavelength and the corresponding ve-
the silicon crystals used in high-accuracy experiments is Co%city v of slow neutrons. The PTB experimefitriiger, Nis-

sidered negligible. Hence ER78 implies that, after cor-
rection for impurities, values o¥(Si) should be nearly
invariant. However, the values &f,(Si) obtained at IMGC
for two crystals(Basile et al, 1995h, as well as the value
obtained at NRLM for its crystal, differ from other IMGC

tler, and Weirauch, 1998; Kger, Nistler, and Weirauch,
1995 was carried out at the high-flux reactor of ILL after
initial investigations at PTB using the PTB reactétruger,
Nistler, and Weirauch, 1984b; Weirauch, igar, and Nis-
tler, 1980. In the experiment, the de Broglie wavelendth

values and values obtained at PTB by unexpectedly large o o5 mm of slow neutrons in a monochromatic horizontal

amounts(De Bievre et al,, 1997. Indeed, the NRLM value
exceeds that of PTB by 3410 °V,,(Si). Because for each

of these valued/ (Si) is based on similar measurements car-

beam was determined by back reflecti®Bragg angle of
90°) from the (311 lattice planes perpendicular i of a
single crystal of silicon; and the velocity~ 1600 m/s of the

ried out at IRMM, and the comparison of silicon density e trons was determined by a special time-of-flight method.
standards among laboratories shows that the fractional difg, brief, the neutrons in the beam were first spin polarized

ference between measurements of density at NRLM and
PTB is less than X107 (Bettin et al, 1997, the observed

anomalously low density of the NRLM silicon is very likely through a *

%nd then the direction of the polarization modulated at a

known frequencyr~750kHz by having the beam pass
meander” coil. The modulated beam then trav-

to be real. Such a low density could be explained by they ey (g the silicon crystal, was back-reflected along its origi-

presence of unexpected voifBeslattes and Kessler, 1999
which would have to account for about 1.5 rhof missing
silicon in a 1 kgsample.

It is worthwhile to note that from Eq278) and the rela-
tions my=2R.h/ca? andN,=A,(e)M,/m, one obtains the
observational equation

_ V2cMA(e)a?ddy
V(Si)= RN

(279

for measured values of (Si).

3.11. Quotient of Planck Constant and Particle
Mass h/m(X)

It follows from the relationR..= a>mc/2h that

2R, A(X) h
c Ale) m(X)

whereA,(X) is the relative atomic mass of particle X with
massm(X) and A,(e) is the relative atomic mass of the
electron(see Sec. 3)1Sincec is an exactly known constant,
the relative standard uncertainty d@t, is less than 1
X 10711 that of A(e) is about %10 ° and the relative

12
: (280

a=

nal path, and again passed through the meander coil, which
again modulated the direction of the spin of the neutrons in
the beam. The resulting total modulation, which is the super-
position of the two modulations and depends on the round-
trip time-of-flight of the neutrons, was analyzed and mea-
sured as a function of the distanicbetween the center of the
meander coil and the silicon crystal. The mean neutron cur-

rentl_(l) at the detector is of the form

M

where ®~1.6m is the modulation amplitude ang J the
zero-order Bessel function. The velocityis related to the
distanceAl~1 mm between the main minima ofl) by v
=2vAl=2Al/r, whereris the modulation period. Thus the
neutrons traverse a distanc@a2in the time . To achieve
high accuracy, the distance between the crystal and the me-
ander coil was changed by 10 m, corresponding to over 9400
main minima,l (I) was measured for one main minimum at
either end of the path, and a curve fitted I{d) over the

entire path based on E(81) with & andAl as free param-
eters. The experiment was carried out in a vacuum chamber

T<|>='5°

[1—30 (281

atomic masses of many particles and atoms have relativat a pressure of between 1 Pa and 10 Pa. The distanes
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measured interferometrically and a small correction applieknowledge of the temperature of the crystal is of critical
to account for the index of refraction of the residual air.  importance, because the linear temperature coefficient of ex-
The work at ILL was documented in a number of progressgpansion of siliconag;, and hence of its lattice spacings, is
reports published in the 1980&rlger, Nistler, and Wei- large: ag;=2.56<10 K1,
rauch, 1984a; Krger, Nistler, and Weirauch, 1986; Kgar, Two silicon crystals, Si 1 and Si 2, were employed in the
Nistler, and Weirauch, 1989b; Kger, Nistler, and Wei- first series and three crystals, Si 2, Si 4, and Si 5, in the
rauch, 1989gn The result from a series of 13 measurementssecond. After the first series, the lattice spacing of a sample
carried out from April 1989 to March 1991, when the ILL of Si 1 was compared to that of reference crystal WASO
reactor closed for about 4 years for repairs and improveREF, and the result of the comparison was used for both Si 1
ments, was reported in 1995 by Kyer et al. (1995. The and Si 2, because these were cut one after the other from the
final result of the PTB effort reported by Kgaret al. (1999 same boule. After the second series, the lattice spacings of
was based on a second series of ten measurements carriggmples of Si 1, Si 2, Si 4, and Si 5 were compared to that of
out from August 1995 to November 1996 together with thethe new reference crystal WASO 04, thereby determining the
first series of 13 measurements. This result may be written dattice spacing of each crystal in terms of the lattice spacing

(Kruger, Nistler, and Weirauch, 1999 of WASO 04. As for the samples used in the first series,
these comparisons were carried out in the PTB X-Ray Me-

=2060.26700684) m s* trology Section, but the improved instrument mentioned in

Mpd 2o WO4) Sec. 3.9 was used in the latter set. The fact that the differ-

g ences among the 23 individual valueshdm,d,,«(Wo4) are
[4.2¢1077], (282 consistent with the uncertainties assigned to each value indi-

where, as discussed in Sec. 3i9;(Wo4) is the{220} lattice ~ Cates that the lattice spacing differences offihe, crystals,
spacing of the crystal WASO 04 &§,=22.5°C in vacuum. arising from C and O impurities and cher imperfections, are
The assigned uncertainty is that of the PTB researchers corddequately accounted for by the difference measurements
bined with 1X 10”8 h/m,d,,(Wo4), which accounts for pos- Telative to WASO 04. _

sible lattice spacing variations of the samples of the crystals The observational equation, which follows from E280),

used in the h/m.dyx) measurements, andv2  for the measured value off m,d,,o(wo4) given in Eq.(282)

X 10~ 8 h/m.d,,qWo4), which accounts for the possible lat- 'S
tice spacing variation of the crystal WASO (&ee the dis- h ca?A ()
cussion in Sec. 3.9 following Eq&266)—(269); as explained = r )
below, the silicon crystals used in the PTiBm,, experiment Mydaod W04)  2RA(N) daag WO4)
were compared to WASO O@Because the relative standard

uncertainty of the value di/m,da,dwo4) given in Eq.(282) can infer a value ofx using any one of the three available

i _8 i - oy . .
includes the 1.510 _total component .Of un_certamty COM- apsolute silicon lattice spacing measureméeRfEB, IMGC,
mon to the PTB fractional lattice spacing differences given

: . : or NRLM—see Sec. 3)9together with its relation to
Itrr:eE:‘qr(Sa\étzigr?)a_l(ggfgg}ézie(:so}/sarzll;:_’igjg2@*\/161:;;61::”2?3{ of d,y,(wo4) as determined from the NIST and PTB lattice

. ffici b 5 spacing fractional differences given in Secs. 3.1.3.c and 3.9.
tion coefficients are about 0. Using the 1998 recommended valueRf, values ofA,(e)

The result of the second series of measurements is in %nd A (n) consistent with Eqs(31), (34), (48), (50), and
cellent agreement with that of the first, even though nearly 283 rwe obtain from the PTB measurement. '

years separated the two series and a number of potentially

significant changes were made in the experiment for the sec- a~ 1=137.036011661) [3.7x10°8], (284
ond series. These modifications included the removal of

some major components of the apparatus and their subs&om the IMGC measurement

guent reinstallation and readjustment; replacement of the la- _ _

sers used in the interferometric determinationl agind the o '=137.036010087) [2.7x10 °], (289
synthesizer used to generate the 750 kHz modulation fre- 514 from the NRLM measurement

qguency; recalibration of the resistors used to measure the

temperature of the silicon crystal; the use of two new silicon a~1=137.036001747) [3.4x10°%]. (286
crystals; and significantly increased measuring time, which

led to a reduction in the statistical uncertainty in determining(-rheseharehthe infsrer va:lue_s included in Table 12 of Sec.
the period of the fittedl(l) curve. The uncertainty of 3.9) The three absolute lattice spacing measurements to-

h/m.d,,(Wo4) is in fact largely due to this statistical uncer- gether yield what may be called #im, value of alpha:
tainty (Type A), which arises to a significant extent from the a~Y(h/m,)=137.036008433) [2.4x10°%]. (287
thermal expansion of components associated with the inter-

ferometry. The largest nonstatistiddlype B) component of It is important to note that the observational equations for
relative standard uncertainty, about £.10 8, is associated Aead doog(ILL) and h/m,do,o(wo4) [Egs. (50) and (283)]
with measuring the temperature of the silicon crystal.may be combined to give

(283

From this expression and the value lofm,d,,(Wo04), one
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1 interferometry techniques, Weiss, Young, and GhQ94
Al(n)= E{[(l—Zé)Af(dHEZArZ(IO)]l/Z and Weiss, Young and Ch(1993 were able to obtain a
value of Avcgin 2 h of data taking with a statistical relative
—(1-e)A(pP}, (288 standard uncertaintyType A) of 1x10 7, but found that

the resulting value oh/m(**3Cs) was smaller than the ex-

where pected value by the fractional amount 8.50 /. Although
. 1 h H Ameas yldzzo(WO‘l) Weisset al. (1994 could not identify a particular systematic
C | Mpdoog(W04) || doog(ILL) doog(ILL) effect in the measurement dfv¢ that might have caused
such a difference, they believed that it was mainly due to
~0.0024. (289

imperfections of the Raman laser beams. In order to reduce
Of particular interest here is the fact t(n) depends only this and a number of other possible systematic effects, as
on the relative lattice spacing of the two crystals, and not onwell as to significantly reduce the scatter of the data, the
the absolute values of their lattice spacings in meters. Indee@tanford researchers made major modifications to their appa-
if the same silicon crystal were used to measure the twaatus (Young, 1997. The focus of these changes was the
guotients in square brackets, then not even a lattice spacirfgllowing: improved vibration isolation, reduced magnetic-
comparison would be necessary. This routéAtn) is im-  field shifts, longer interferometer interaction times, more ef-
portant in the determination of the 1998 recommended valuéicient atomic state transfers, smaller errors from wave-front
of the mass of the neutran, in the unified atomic mass unit distortions, and reduced ac Stark shifts. As a consequence of
m,/u=A,(n). their efforts, a statistical relative standard uncertainty of 1
X 10" 7 for Aves could be obtained with the improved appa-
3.11.2. Quotient h/m(**Cs) ratus in 1 min of data taking rather tham2 h ofdata taking

The atomic recoil frequency shift of photons absorbed ands With the unmodified apparatus. Moreover, from the ob-
emitted by cesium atoms is being measured at Stanford Unferved variation of \{alues akvcs with changes in experl-
versity in order to determine the quotientm(133Cs) and Mental parameters, it was concluded that systematic effects

thus the fine-structure constafoung, Kasevich, and Chu, Were also reducet¥oung, 1997.

1997; Peterst al, 1997). The value ofAvcs based on data obtained with the im-
In its simplest form, the atomic recoil frequency shift fol- Proved apparatus, as given by You(97 in his Ph.D.

lows from energy and momentum conservation. If a photorthesis, is assigned a relative standard uncertainty5.6

of frequencyr, propagating in the direction is absorbed by X108, which consists of a statistical component of 2.2

an atom of mass initially at rest, and a second photon of %10 ® (Type A) and components totaling 5210 (Type

frequencyv, is emitted by the atom in the x direction, then ~ B) to account for various systematic effects. Of these com-

the difference between the two frequencies is given by ~ ponents, the largest by far is 5@0 ® to account for the
hy2 A observed variations afv ¢ with the numbeiN of mirror ()
2hv ( v

1-20 . laser pulses occurring between the two pairs of beam splitter
mc 2v (w/2) laser pulses of the atom interferometer and with the
where v,~v,~v, and v is the relevant resonant transition

time T between the two pulses of a given pair.
. , . Since the cause of this systematic effect was not under-
frequency in the atom. For the cesium atom witkequal to
the frequency of the Dline, the correction term\v/2v is

stood, it was decided not to formally publish Young’s result
. for Avcgbut to continue to try to understand and improve the
about 1X 10" L. Under the assumption that such terms ar VCs 4 P
negligible,h/m is given by

: (290

Av=vi—v,=

eapparatus(Chu, Hensley, and Young, 1998As a result of
this additional work, variation of the experimental values of
h c2Ap Avcq was discovered to be due in part to unwanted phase
mo o2 (291 shifts in the atom interferometer when the frequency of a
v synthesizer used to compensate for the Doppler shift from

This recoil frequency shift leads to spectral doubling in satu-gravity was change@Chu et al, 1998. Replacement of the
ration absorption spectroscopy as predicted by Kol'chenkosynthesizer solved this problem. The experiment is continu-
Rautian, and Sokolovskif1968 and optically resolved by ing and efforts to eliminate the observed dependence of the
Hall, Borde and Uehara(1976. Hall etal. (1976 also Awvc data on the shap@ntensity vs. time of the beam split-
pointed out that the splitting provides a measuréfon. ter pulses are underwaidensley, 1999

The determination ofh/m with high accuracy by measur- It is noteworthy that a significantly improved value,(
ing the atomic recoil frequency shift of photons is rather~1x10 19 of the relevant-**Cs resonance frequenay
more difficult than the above discussion might imply. In thecharacteristic of the Stanford experiment is now available
experiment to measurkv at Stanford, full use is made of from the frequency measurements of tHé&Cs D, line re-
the laser cooling of neutral atoms, velocity-selective stimu-ported by Udenet al. (1999; and that a similarly improved
lated Raman transitions to observe matter-wave interferencealue u,<2x10 1% of A(*%Cs) has been obtained by
and the concept of Ramsey separated-oscillatory-fiel@radleyet al. (1999. Since the relative standard uncertainty
spectroscopy. By employing these light-pulse atom-of A(e) is about X10 ° and that ofR,, is less than 1
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x10 1, the uncertainty of the value af that can be in- Avp=203.3891074) GHz [3.6x107°]. (295
ferred from Eq.(280) as applied t0*Cs, . .
133 h 12 Further, althqugh progress has been made in _recent years in
= 2R Al 9 (292) the calculation of Avpg, Czarnecki, Melnikov, and
c A8 m(tcy Yelkhovsky (1999 estimate that its uncertainty due to uncal-

culated terms isl,=2.3x 10 ©.
In summary, only the muonium hyperfine splittidg,, ,
h  cPAug (293 which is discussed in detail in Secs. 3.3.9.b to 3.3.9.d and in
m(133Cs) N 202 Appendix D, is of interest in the 1998 adjustment.

is to a large extent dictated by the uncertainty of the experi-
mental value ofAvqg. If Aveg were to be measured with a
relative standard uncertainty=5x 10" °, which seems fea-
sible (Chu et al, 1998, one would have a value af with As in the case of hyperfine splittingsee the previous
u,=2.7x10°. This is to be compared to the uncertainty of section, fine-structure transition frequencies are nearly pro-
the value ofa inferred from the electron magnetic moment portional toa’R.., and hence may also be used to deduce a
anomalya,:u,=3.8< 10" ° [see Eq(72)]. value ofa. Data related to the fine structure of hydrogen and
In view of the fact that possible systematic errors are stilldeuterium are discussed in Sec. 3.2 in connection with the
being investigated, no value dfvcis included in the 1998 Rydberg constant. The three experimental results deemed
adjustment. useful for the 1998 adjustment are a value for the frequency
of the interval 2$,—2P;, obtained at Harvard University by
Hagley and Pipkin1994), and two values for the frequency
of the interval 2R,—2S;,, (the classic Lamb shift one ob-
The ground-state hyperfine splittings of hydrogen, muo+ained at Harvard University by Lundeen and Pipki986),
nium, and positroniumAvy, Avy,, andAvpg, respectively, and the other at the University of Sussex by Newatral.
are nearly proportional te?R,,, hence a value of can be  (1979. Combining the values for these intervals and com-
obtained by equating an experimental value for a splitting tgparing experiment and theory for the inferred interval
its corresponding theoretical expression. Because of the sin®P;,,—2P;, would provide a value ofx with relative stan-
plicity of these atoms, one expects that both the experimentalard uncertaintyi,~7x 10"/, where the uncertainty would
value and theoretical expression can be known with higlbe largely from experiment. Although such a value is not
accuracy. Indeed, a value of with a relative standard un- competitive, we include these data in the adjustment because
certainty u,=5.7x10"8 is deduced in this way in Sec. they influence the value d®.,.
3.3.9.d from data on muonium. The accuracy of the experimental determination of fine-
For hydrogen, the uncertainties of experimental values o$tructure frequencies involving hydrogen or deuterium 2P
Avy, as obtained by measuring the frequency of a well charstates is limited by the large natural widths of the levels. On
acterized hydrogen maser are extraordinarily small. For exthe other hand, the®P; states of*He cannot decay to the
ample, 20 years ago Petit, Desaintfuscien, and Audoimground 1S, state by allowed electric dipole transitions, so
(1980 reported their levels are relatively narrow. Because the transition fre-
_ 1 uencies corresponding to the differences in energy of the
Avy=1420405751.77) Hz [7x107%]. (299 f[:Ihree 2P levels Fc)an begboth measured and calculgt){ed with
Nevertheless, a useful value efcannot be derived from this reasonable accuracy, the fine structuréké has long been
impressive result, because the uncertainty of the theoreticgiewed as a potential source of a reliable valugrof
expression forAvy, is u,~5x10 ©, nearly seven orders of  The three frequencies of interest arg~29.6 GHz, v;,
magnitude larger than that of the experimental value. The=2.29 GHz, andvy,~31.9 GHz, which correspond to the
problem is that the contributions by, due to the finite size intervals 2P,—2°P,, 2°P,—2°P;, and ZP,—2°P,, respec-
and internal structure of the proton are large and difficult totively. Improvements in experiment have been especially
calculate accuratel§Karshenboim, 1997b; Bodwin and Yen- significant during the last decadifor a review of the early
nie, 1988. Especially troublesome is the contribution arisingwork, see Pichanick and Hughé€s990]. For example, the
from the polarizability of the proton. For example, based ongroup at the European Laboratory for Non-Linear Spectros-
an analysis of spin-dependent inelastic electron-proton scatopy (LENS), Firenze, Italy has reported the val(Minardi
tering data, the fractional contributia®y, of the proton pg— et al, 1999
larizability to Av, can only be bounded b5, <4< 10~ _
(Hughes and Kuti, 1983[Because the muo‘; is a structure- vo1=29616949.72.0 kHz [6.8<10°°], (296
less point-like particle, the problems of finite size and inter-and three other groups are carrying out similar measure-
nal structure do not exist fakvy, .] ments: one at Harvard UniversitRoach, Levy, and Gabri-
It is also not yet possible to obtain a useful valuecof else, 1998 one at York University, Canad&torry and Hes-
from Avps. The experimental value with the smallest uncer-sels, 1998 and one at the University of North Texas
tainty is that reported by Rittest al. (1984: (Koehleret al,, 1999; Shiner, Dixson, and Zhao, 1994 the

with

3.13. Fine Structure

3.12. Hyperfine Structure
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theor_eticall expression forpl were exactly known, thg result from the relationR=pyA,(X)M,/L(0)T,. Although it was
of Minardi et al. (1999 given in Eq.(296) would yield a  thought that the values dR obtained by this method had
value of a with u,=3.4x10"8. . relative standard uncertainties of the ordempf3x10°°,
Although the last decade has seen progress in the calcul@uinnet al. (1976 and Colclough1984h conclude that er-
tion of the 2P, transition frequencies, the uncertainty of the rors from a number of systematic effects had been over-
theoretical expression fory, due to uncalculated terms is |ooked and thati, is significantly larger than 810°°. Thus
estimated to be of the order of ten times that of the LENShese values oR were not considered for use in the 1986
result(Zhang and Drake, 199@&nd would lead to an uncer- adjustmeni{Cohen and Taylor, 1987and we exclude them
tainty u,=3x10"7 in the value ofa. Because a value af here as well.
with this uncertainty is not competitive, théHe fine- The 1986 recommended value Bf was based on mea-
structure data are not included in the 1998 adjustment. OBurements of the speed of sound in argon carried out at NPL
the other hand, as with the experimental measurements, thgy the 1970s using an acoustic interferome@uinn et al,,
oretical calculations are in progress, and thie fine struc- 1976; Colclough, Quinn, and Chandler, 197%alues of

ture could eventually provide a useful value af c2(p,Tw), WhereT,,=273.16 K is the triple point of water,
were obtained in the pressure range 30 kPa to 1.3 MPa
3.14. Molar Gas Constant R and extrapolated t@=0 in order to determineAq(Ty,)

) =c2(0,T), and hencer from the relation
The equation of state of a real gas of atoms or molecules

in thermal equilibrium at the thermodynamic temperaflire R CA(0.Tw)ALANM,,
of amount of substance, and occupying a volum¥, can N YoTtw
be written as a virial expansiaditColclough, 1973

, (300

which follows from Eq.(299). [Recall that in the Sl the triple
n n n? point of water, T,,=273.16 K, defines the kelvin: “The
v 1T yBMF B CM (290 Lkelvin, unit of thermodynamic temperature, is the fraction
1/273.16 of the thermodynamic temperature of the triple
Here p is the pressure of the gaR~8.31Jmol" is the  point of water.” (BIPM, 1998] The uncertainty assigned to
molar gas constant, an8(T) is the first virial coefficient, the 1986 recommended valuels=8.4x 10 ©.
C(T) is the second, etc. For an ideal gas the atoms or mol- |n the latter half of the 1980s, after completion of the 1986
ecules do not interact, all of the virial coefficients are zero,adjustment, researchers at NIST also determined the molar
and the equation of state reduces to the fampi®=nRT.  gas constant from measurements of the speed of sound in
2In a similar manner, the square of the speed of soungrgon atT=T,, (Moldover et al, 1988a; Moldoveret al,
ca(p,T) in a real gas at the pressupeand thermodynamic  1988hH. However, they used a spherical acoustic resonator in
temperaturel can be written agColclough, 1973 the pressure rangp=25kPa top=0.5MPa to determine
2 _ 2 3 Ao(Ty,) rather than an acoustic interferometer. Conse-
Ca(P.T)=AdT)+AL(TIP+ AP+ As(T)P™ - - -, quently, they were able to obtain a valueRfwith u,=1.8
) . o o (29.8) X 10”8, an uncertainty that is about one-fifth that of the NPL
whereA,(T) is the first acoustic virial coefficienfi;(T) s result. Both values, which are in agreement and are discussed
the second, etc. In the limfi—0, we have in the following two sections, are included as input data in
YoRT the 1998 adjustment.
ACOM,’ (299 SinceR cannot be expressed as a function of any other of

our adjusted constants, we taReitself as an adjusted con-
where the expression on the right-hand side is the square @tant and the relation

the speed of sound for an unbounded ideal gas, and where .
Yo=Cp/cCy is the ratio of the specific heat capacity of the gas R=R (309)
at constant pressure to that at constant volule) is the a5 the observational equation for the NIST and NPL mea-
relative atomic mass of the atoms or molecules of the gasy,red values oR.
and M,=10 3kgmol%. For a monatomic ideal gasy,
=5/3.

The most important of the historical measurement&fof 3.14.1. NIST: Speed of Sound in Argon
which are based on E¢297) and were carried out by the
so-called method of limited density, have been carefully re- In contrast to the variable path length, 5.6 kHz fixed-
viewed by Colclough(1984h [see also Quinn, Colclough, frequency cylindrical acoustic interferometer used by Col-
and Chandlef1976]. In this approach one measunesand  clough et al. (1979 at NPL to measure(p,T,,) [see the
the masan(p) of different amounts of a ga@isually G or  following sectior], Moldover et al. (19883 at NIST em-
N,) occupying a constant volumé at the temperaturd, ployed a spherical acoustic resonator of fixed dimensions
=273.15K (the ice point. The quantity L(p) (180 mm inside diametgoperated near five different radi-
=(po/p)m(p)/V, wherepy=101.325 kPgone standard at- ally symmetric modes at frequencies in the range 2.4 kHz to
mospherg is then extrapolated tp=0 andR is calculated 9.5 kHz. The applicable relation is

p=RT

c2(0,T)=Aq(T)=
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extrapolating tgp=0, Moldoveret al. (19884 used a value
of the third acoustic virial coefficiemh;(T) from the litera-
ture and also included an additional term in E208) of the
wherep is the pressure of the argon gas in the resonator gorm A_;p~* to account for imperfect thermal accommoda-
T=Tw. fon(P. T is the measured resonance frequency oftion. The result of the extrapolation is

fOn(pthw)

VYon

2
Ca(P, Tow) = [ } V2B, (302

the nth mode of the resonatomw,, is an eigenfrequency A(To)=c2
=c5(0,T
which is exactly known from the theory of such resonators, o Tw) = Ca(0.Tuw)
andV is the volume of the resonator. In practice, corrections =94756.178144 m?s 2 [1.5x10 ©],

must be applied to the measured frequencies in order to use
. [ ! (303

this equation. The largest such corrections are due to the

absorption effect of the thermal boundary |ayer between théVhere the quoted Uncertainty consists of 11 relative standard

argon gas and the inside surface of the resonator and to thécertainty components, the two largest of which are statis-

motion of the resonator wallBecause of the boundary layer, tical (Type A): 8.0x 107 from the calibration of the plati-

the measured value @f, is less than that in the unbounded num resistance thermometer used to measure the temperature

fluid.) These corrections were obtained from theory, theof the resonator and 6:810~ ' from the extrapolation t@

known thermodynamic transport properties of Ar, and the=0. Other significant component3ype B) are 6.72<10"’

known mechanical properties of the stainless steel fronflue to the thermal expansion of the mercury; 519’

which the resonator was fabricated. Further, they were corfrom the effect on the determination of the resonator’s vol-

firmed by various experimental studies, including acoustidime of a possible error in the location of the resonator’s

measurements of the half-widths of the resonances. transducers; and 3710’ due to a vertical temperature gra-
As emphasized by Moldovest al. (19883, there are two dient from the bottom to the top of the resonator.

important advantages of the NIST spherical resonator over The speed-of-sound measurements were made on a work-

the NPL cylindrical interferometer. First, corrections to theing argon gas sample designated Ar—M. The value of

radial-mode frequenciefg,(p, Ty,) from the boundary layer A(Ar—M)/y, was determined by comparing the speed of

are a factor of 10 smaller for the 180 mm diameter sphericapound in Ar—M to the speed of sound in an isotopically

resonator than for the longitudinal-mode frequencies of th&nriched, highly purified*°Ar sample, designated Ar-40,

30 mm diameter cylindrical interferometer. Second, becaus#&hose relative atomic mass could be calculated from the

resonances in the sphere are an order of magnitude narrowéfative atomic masses of its constituent gases and the mea-

than in the cylinder, significantly smaller electroacousticsured amount-of-substance fractions of those gases. Using

transducers can be used to excite them. As a consequendg€ fractions given by Moldovest al. (19883, the 1995 val-

the radially symmetric resonances are perturbed only in &€s of A(*°Ar), A(%°Ar), and A,(*°Ar) given in Table 2,

minor, easily corrected manner. and the 1995 recommended values of the relative atomic
In the NIST experiment, the volumé of the resonator at masses of naturally occurring Ne, Kr, and X€oplen,

T=T, Wwas measured by determining the mass of thel996, the only significant impurities in the Ar-40 sample,

amount of mercury of known density that was required to fillone finds

it when the resonator was at this temperature. The mercury A(Ar-40)=39.96251934) [8.4<10 7], (304)

used was traceable to the mercury whose density was mea-

sured by Cook1961) [see also Cook and Stoi#957] with where the uncertainty is dominated by the uncertainty of the

a relative standard uncertainty=4.2x10"". The mercury Cchromatographically determined amount-of-substance frac-

employed in the NML Hg electrometer determinationkof ~ tion of Xe in the Ar-40 sample. Moldoveet al. (19883

(see Sec. 3.5)Was also traceable to the same mercury. Conargue that since Ar, Ne, Kr, and Xe are monatomic gases and

verting the resonator's volume determined in the weighingthe electronic contributions tg, are negligible at the values

configuration to the resonator’s volume in the acoustic resodf p and T used in the measurementsaff(p,T), it can be

nances configuration required a net fractional correction ofissumed thay,=5/3 for this sample. Thus E4304) leads

4.82(17)< 10 ® to account for a variety of effects, the larg- 10

est of which was due to replacing the “drive” and “re- A,(Ar-40)
ceive” transducers by plugs when the resonator was filled . -23977 51120) [8.5x10 ’]. (305
with mercury. Yo

The volume of the resonator was measured three times, Moldover et al. (19883 were only able to set an upper
twice in September 1985 and once in April 1986, and speedimit of 4.5X 10”8 on the amount-of-substance fraction of N
of-sound measurements were carried out during three sepi the Ar-40 sample. Based on their analysis, the fractional
rate fillings of the resonator with argon, two in late March decrease in the above value Af(Ar-40)/vy, that the N
1986 and one in early April 1986. The total data set used tanight cause due to its different relative atomic mass and
obtainAO(T)=c§(0,T) by extrapolation t=0 consisted of different values o, andcy is less than 1.5 107, which
70 c2(p,Ty,) Vs. p data points obtained from measurementsmay be compared to the 8410 7 relative standard uncer-
of the frequencies of the five modég, to fqg at each of 14  tainty of A,(Ar-40). However, since only an upper limit was
different values ofp in the range 25 kPa to 0.5 MPa. In set for the amount-of-substance fraction of nitrogen and the
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actual amount could have been considerably smaller, weylindrical acoustic interferometer. In the NPL experiment, a
have not included a correction for this effect, but insteadtransducer of frequencf=5.6 kHz was located at the bot-

have included an additional relative standard uncertaintfom end of a 30 mm diameter cylindrical vertical cavity im-
component of half of this possible fractional error in the mersed in an ice bath and filled with Ar at a pressurdhe

uncertainty of the above value 8§(Ar-40)/v,.

transducer, with an accelerometer attached to its diaphragm

The result of the Ar—M to Ar-40 speed-of-sound compari-to measure its total impedance, excited and monitored the

sons, done gp~115kPa andl~273.2K, is
C4(Ar-40)
C(Ar—M)

Following the well-founded assumption of Moldovet al.

=1-0.0001840020) [2.0<10°7]. (306

cavity’s resonant frequencies as the acoustic reflector form-
ing the top of the cavity was moved and its displacement

measured by means of optical interferometry. Resonances
were separated byl =A/2, whereAl is the change in length

of the cavity and\ is the wavelength of the standing wave in

(19884 that with sufficient accuracy for the present experi-the cavity. The speed of sound was calculated from the

ment one can take
C2(Ar-40) ~ A(A-M)/ g
ca(Ar—=M)  A(Ar-40)/ v,
[see Eq(300)], one finds from Eqs(305 and(306)
A(Ar—M)
Yo

This result, the result foc2(0,T,,) given in Eq.(303), and
Eq. (300 vyield

R=8.31447115Jmolr*K™* [1.8x10°%]. (309
It should be emphasized that Moldovet al. (19883 care-

(307)

—23.96868422) [9.4X10°7]. (308

known excitation frequency and the value ok, which was
determined from the measured separations of five reso-
nances.

The most significant correction that Quirat al. (1976
had to make to their measured valuescﬁ(p,TtW) was due
to the thermal boundary layer. In the NPL experiment the
fractional correction applied to, was rather large because of
the comparatively small diameter of the cylindrical cavity:
about 3102 at p=30kPa and X 10 3 at p=200kPa.
The absorption coefficient required to evaluate this correc-
tion was determined from measurements, by means of the
accelerometer, of the complex impedance of the transducer
(arising from its own mechanical impedance and that due to

fully investigated both experimentally and theoretically the gas loadingwhen the acoustic reflector was moved
many possible sources of error in the experiment in order t&hrough the five resonances. The total data set employed for
substantiate their assigned uncertainty. this purpose consisted of the 8§(p, Ty) vs. p data points
Recently, Moldoveret al. (1999 reported the results of used to obtaire3(0,Ty,) by extrapolation tgp=0, with p in
measurements at NIST of thermodynamic temperature in thée range 30 kPa to 200 kPa, plus seven additional data
range 217 K to 303 K using the same spherical resonator d0ints acquired at pressures of about 10 kPa and 20 kPa.
was used to determin®. From data mainly acquired in ~ Because the 98 data points showed significant curvature,
1992, they deduced a value for the triple point of galliip ~ Quinn etal. (1976 fit them with the functionc;(p, Ty)
that was 4.8) mK larger than the value obtained by Mold- =Ao(T)+A:(T)p+A,(T)p? to obtainc3(0,Ty,). This gave
over and Truslef1988 in May 1986 with the gas-constant & very small value foA;(T) and a surprisingly large value
resonator, shortly after the acquisition of the data on whicHor Ax(T). Subsequently, based on work on Ar—Ar intermo-
the NIST value ofR is based. From data acquired when thelecular potentials and measurementsAg{T), Rowlinson
resonator was filled with xenon in the course of the newand Tildesley(1977 argued that the Quinmt al. (1976
measurements, Moldovest al. (1999 conjecture that the value of A;(T) was too small and that thef(p, Ty) Vvs. p
1986 value ofT,, was in error because the argon used in thesotherm in the pressure range 30 kPa to 200 kPa should be
measurements became progressively contaminated ovessentially linear. This led to the discovery that a systematic
time. However, because all of the gas-constant resonator dagaror due to the nonlinearity of the transducer had been over-

used to determin® were obtained overra8 d period and

were mutually consistent, Moldovet al. (1999 and Mold-

looked by Quinret al. (1976 (Colclough, 1979a; Colclough,
1979h. When the correction for this error was applied to the

over (1990 conclude that there is no evidence that contami-98 original data points, together with additional corrections
nation was a problem when the gas-constant data were afer some relatively minor effects, Colclougtt al. (1979

quired.

Because both the NIST result f& and the NML result

found that the resulting isotherm was nearly linear with a
slope close to that predicted by Rowlinson and Tildesley

for K; are based on the same measured value of the densit}977. Further, they found that the implied value Rfwas
of mercury, and the uncertainty of that value is not negligiblesmaller by the fractional amount 60 “ than the value
in either experiment, the two values are correlated with theeported by Quinret al. (1976.

non-negligible correlation coefficiemt=0.068.

3.14.2. NPL: Speed of Sound in Argon

Colcloughet al. (1979 also obtained 48 new data points
in the pressure range 200 kPa to 1.3 MPa in order to further
clarify the earlier measurements. The new data were ac-
quired by essentially the same method, but with an apparatus

In 1976, Quinret al. (1976 reported the final result of the modified to withstand higher pressures. A new transducer
first NPL determination oR using a variable-path-length, was installed as well, and in the new work all of the critical
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electronic and mechanical components were carefully adthe differences between the relative atomic masses and val-

justed before the measurements began so that subsequemes ofc, andcy of N, and Ar, we find, based on the treat-

corrections for small misadjustments would not be requirednent of Moldover et al. (19883, that x(N,)=14x10 6

as in the work of Quinret al. (1976. Colcloughet al. (1979 leads to a fractional decreaseRnof 0.45< 10 ©. Similarly,

readily observed a reduced low-pressure nonlinear behaviave find thatx(H,0)=2x 10" ® decreaseR by the fractional

in the new transducer; however, the effect was negligible aamount 0.2% 10 6. Although these corrections are marginal

p>20kPa and hence was not a problem in the new measuret best, we apply them for completeness, assuming that in

ments. each case the uncertainty is equal to one-half of the correc-
Inasmuch as the corrected data of Quétral. (1976 and  tion. Combining the value o4, (Ar) yp. in Eq. (311) with the

the new high-pressure data of Colcloughal. (1979 were  value ofc2(0,T,,) given in Eq.(310), we thus obtain from

highly consistent, the latter workers combined all of the dateEq. (300)

(146 data poingsand fit them with a function containing _ 1,1 5
A,(T). The final result is(Colclough et al, 1979: Col- R=8.31450470) Jmol = K= [8.4x10°7]. (312

clough, 1984a Although both the NIST and NPL values &f are based
5 - 6 on the same values @f,(“°Ar), A,(*®Ar), andA,(%°Ar), the
Ca(0,Ti) =94756.7578) m"s = [8.2X10""], uncertainties of these relative atomic masses are sufficiently

(310 small that the covariance of the two valuesRois negligible.

where the principal relative standard uncertainty components

are a 6. 10" % Type A component from the fit to the data, 3.15. Boltzmann Constant  k

and the following Type B components:>410 ° from the i ,

calibration of the instrumentation used to measure the ab- AS iS well known(Feynman, Leighton, and Sands, 1963

~ 23 111 ;
sorption coefficient, 2.2 10 ® each for the transducer non- the BoItzmann' cpnstank~1.$8>< 10°JK™, the k?as"?
linearity correction and the correction for molecular slip, andconstant of statistical mechanics and thermodynamics, is the

1.7x 10" % from the measurement of temperature constant of proportionality between thermodynamic tempera-

To calculate the relative atomic mass of the argon sampl&\ré T and the mean kinetic energy of an atom or molecule of
used in the NPL experiment, we follow the general approactin 1deal gas in thermal equilibrium at the temperattire
employed in the 1986 adjustme({@ohen and Taylor, 1987 Im(v?)= 2KT. (313
We use the amount of substance ratin(CAr) y,/ : ?

n(*°Ar) 4m=0.003378(17) for atmospheric argon as deter-Herem is the mass of the atom or molecule apd) is its
mined by Nier (1950, and the ratios n(38Ar)p./ mean-square velocity. The Boltzmann constant is related to

n(°Ar) \p =0.189(1)  and [n(%CAr) e /N(*°Ar) e ]/ the molar gas constaf and Avogadro consta, by
[N(3CAN) 4m/N(*CAr) ] = 0.994 44(21) as determined at R
IRMM, Geel, Belgium and given by Quinet al. (1976. kzN—.
Here the subscript “atm” indicates “Ar naturally occurring A
in the atmosphere” and the subscript “NPL” indicates the Since m,=2R,.h/ca? and Ny=A,(e)M,/m,, where M,
argon used in the NPL speed-of-sound measurements. We10 kg mol %, one may write
assume that the atmospheric argon prepared at IRMM by 2

e . ) . " cA(e)M
purifying air has the same isotopic composition as the atmo- Np=—— o, (315
spheric argon prepared in a similar manner by NEF50. 2R.h
The assigned uncertainties are our own estimates. For thghich leads to
ratios obtained by Niet1950, we take into account his as-

(314

. . 2R..h
signed probable errg50 % confidence leveland the range — * R. (316
of values expected for the ratios in naturally occurring argon CA(eM

as deduced by the IUPAC Commission on Atomic Weights The most accurate directly measured valueRohas a
and Isotopic Abundance®osman and Taylor, 1998For  yg|ative standard uncertainty,=1.8X10°® (see Sec.
the ratios determined by IRMM, we assume that the uncers 14 9 while for the group of constants multiplyirgyin Eq.
tainties quoted by Quinat al. (1976 are standard uncertain- (316) we haveu,<1x 10 7. This implies that a value df
ties. Using these data and the 1995 valuesAq_;(i“OAr), with u,=1.8x107 8 can be inferred from that equation, and
A(*°Ar), and A(*°Ar) given in Table 2, we obtain for the hence to be at all useful in the 1998 adjustment a directly
relative atomic mass of the NPL argon measured value d€ should haveu,<1x 10 5.
_ —6 Unfortunately, no such value is currently available, al-
AdANNp=39.94775275)  [1.9<10°77]. (313 though an experiment that could conceivably reach this level
Quinnet al. (1976 found that their argon sample typically of uncertainty was undertaken in the 1980s by St¢t686.
contained N and water vapor with amount-of-substance It was based on measuring the mean-square-voltddg, or
fractionsx of 14x 10 © and 2x< 10 ®, respectively, and that Johnson noise voltage, in a bandwidtli across the termi-
in 1 day’s data taking the amount of substance fractionof N nals of a resistor of resistané®, in thermal equilibrium at
never increased to more than>2Q0™°. Taking into account the temperaturd. According to the Nyquist theorem, these
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quantities are related byU?)=4kTRAf, an expression
with a fractional error of less thanx110"© for frequencies
less than 1 MHz andT<25K. [For a status report on
Johnson noise thermometry, see Wheteal. (1996.] Since
in such experiments the voltage and resistance can best
measured in terms of the conventional electric uligs and
Qg (see Sec. 2)5in analogy with the measurement of gy-
romagnetic ratios and of the Faraday constart Secs. 3.4
and 3.8, one has

K3—90 RK—90
— M
where Ko is the numerical value ofU%)/4TRAf obtained
in the experiment multiplied by the unit WsK Since
K;j_g0 and Rk _gg are defined quantities with no uncertainty,
Eq. (317 shows that the experiment actually determikés
in S| units, notk.

If a measured value of the quantitip, with a sufficiently

k=LKoo (317

1785

A./R. The value with the smallest uncertainty determined to
date is that obtained by Luthet al. (1996 for “He over the
temperature range 4.2 K to 27 (fellmuth, 199%:

A . - .
be=6.2211219) <10 8KpPal [3.0<107°]. (321
Equation(321) is the final result of work that had yielded the
preliminary value reported by Grohmann and LutfiE992,
but in contrast to their value the assigned uncertainty in Eq.
(321) includes all known component{d\ote that Eq(321) is
not actually given by Lutheet al. (1996, but can be inferred
from the agreement of the DCGT temperature scale and the
NPL-75 constant volume gas thermometry sadelimuth,
1999.]

Ab initio calculations of the static electric dipole polariz-
ability of the 1S ground state of théHe atom in the*He
reduced atomic unit of electric polarizabilitye} (*He)
= ao(*He)/4mesa3(1+m./m,)3, have been carried out over

small uncertainty becomes available, it can be included in &1 years by a number of worke(a is the Bohr radius and
least-squares adjustment based on the 1998 set of adjustdd/M, is the electron tax particle mass ratio In terms of

constants by means of the observational equation
o 8R.R
90— )
cK3 goRk—s0A( )M o

which follows from Eqs(316) and(317).
Another approach to the possible determinatiork,0ém-
phasized recently by Pendriil996, is based on the virial

(318

expansion of the Clausius—Mossotti equation for a real ga%

of atoms of amount of substanoceoccupying a volumey:
n2
B+ ¢CE+ e

a1+l
e+2ey V'€ Y

€E— €p

(319

Here e is the permittivity of the gasg, is the exactly known
electric constanfsee Sec. 2)2A. is the molar polarizability
of the atoms, an®,, C., etc., are the dielectric virial coef-
ficients. The molar polarizabilitp, is related to the molar
gas constanR, the Boltzmann constark, and the static
electric dipole polarizability of the atoms, by

RCYO
A=,
3fok

Hence a measurement &f./R together with a theoretical
value for ¢ yields a value ok.

By expressing the quotiemt/V in Eq. (319 in terms of
pressurg, temperaturd’, andR by means of Eq(297), one
can in fact determine the quantify. /R experimentally using
dielectric constant gas thermometry or DC@Tther, Gro-
hmann, and Fellmuth, 19%96n this technique, the fractional
change in capacitanaeC(p)=C(p)/C(0)—1 of a suitable
gas-filled capacitor at a constant temperafiis determined
as a function of the pressupeof the gas: The capacitan

(320

of the capacitor is measured with the space between its elec-

trodes filled with the gas at various pressupeand with the
space evacuated so that 0. A polynomial fit to the result-
ing p vs. AC(p) data points, together with knowledge of the
dependence of the dimensions of the capacitoppwields

this calculated value and the experimentally determined
value ofA_/R for “He, Eq.(320) yields

Amad(1+mg/my)® af(*He)
B 3 (A./R)ape’

A value of a (“He) can be obtained by combining the
nonrelativistic resultaf (*He)yr=1.383241... of Bhatia
nd Drachman (1994 with the relativistic correction
af (*He)g= —7.65< 10" ° of Johnson and Chend 996:

af (*He)=1.383 165. (323

Using this value with the experimental value ®f/R given
in Eq. (321, we obtain from Eq(322 and the 1998 recom-
mended values o0&, and m¢/m,, whose uncertainties are
negligible in this context,

k=1.380625% 10 2JK L. (329

We have deliberately avoided assigning an uncertainty to
the above value ofxf(“He), and hence to this deduced
value ofk, because of the large variations in the values of
af (*He) obtained by different authors and the omission of
potentially important terms. Pendri(l996 assignsu,=1
X 10 ° to the above value o} (*He), but Lutheret al.
(1996, after a careful review of the literature, assign
=1.9x10"°. Our own review supports a larger value as
well. We therefore conclude that, although improvements in
both experiment and theory may make it useful for a future
adjustment, this route tk is not useful for the 1998 adjust-
ment. As a consequence, the 1998 recommended valke of
is calculated from Eq(316) using the recommended values
of the adjusted constani, , h, R, A(e), anda.

(322

3.16. Stefan—Boltzmann Constant o

The radiant exitanceM of an ideal thermal radiator or
blackbody(also called a Planckian radiajcat the thermo-
dynamic temperatur& is given by
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4
. (329

M=cT? (325 12815

R.R
where o0~5.67x 10" 8Wm 2K * is the Stefan—Boltzmann %0

B 15¢°K3_ iRk —90 | Al @M 4o
constantQuinn and Martin, 1985 It is related toc, h, and .
the Boltzmann constarkt by which follows from Eqs(327) and(328.

Because there are no direct data related to the Stefan—
2m9Kk4 Boltzmann constant for use in the 1998 adjustment, the rec-

Tyt (326 ommended value of is calculated from Eq(327) in the
¢ same way the recommended valuekofs calculated from
which becomes, with the aid of E4316) of the previous EQ.(316).
section,
32%°h R.R 4 327 3.17. Newtonian Constant of Gravitation G
= 32
15c® | A(e)Ma? There is no recognized quantitative theoretical relationship

between the Newtonian constant of gravitat®nand other
fundamental physical constants. Moreover, because the ex-

measured value of the molar gas constRnhas a relative perimental values o6 currently available are independent
standard uncertainty,=7.1x 10~ (essentially four times of the other data relevant to the 1998 adjustment, they con-

that of R). Thus to be at all useful in the 1998 adjustment atribute only to the determination of the 1998 recommended
directly measured value af should haveu,<4x 10~ ' “value ofG itself and can be considered independently of the
; .

Unfortunately, the most accurate direct valueoofias an other data. .
uncertainty ofu,=1.3x10 . It was obtained by Quinn and The 1986 CODATA recommended value Gfis (Cohen
Martin (1985 at NPL using a cryogenic absolute radiometer@nd Taylor, 198¥
in which the radiant power emitted by a blackbody is com- G=6.6725985 %10 'mikg ts? [1.3x10 4].
pared to electric powefThe principle of operation of such (330

radmmsters is sometimes called “electrical substltuuop rad|—-|-hiS value, but with one-half the uncertainty, was obtained at
ometry (Martm, Fox, aqd Key, 1985] The result of Qumn NIST in a NIST-University of Virginia(NIST-UVA) col-

and Martin(1983, as revised for comparison purposes in the,,, avion by Luther and Towldd 982 [see also Luther and
1986 adjustment_(BCoherlz a[‘fl Taylor, _4198'7 IS o Towler (1984]. The experiment employed a rather classic
=5.66959(76) 10 "Wm “K [1.3x1077], which torsion balance operated in the dynamic mode and the time-
may be compared_8to th?z 1?f8 recomnj(znded valie ¢ swing method. In this approach the angular oscillation
=5.670400(40x 10" Wm K [7.0<10°7].  (Any frequency of the balance is determined by measuring the

change in the revised value resulting from our ImIOrOVGdanguIar position of the balance as a function of time. The

knowledge of the value of the NPL representation of the watk;st.yya balance consisted of a quartz torsion fiber about
at the time of the experiment in terms of the waitt is not,, wm in diameter and 40 cm long vhita 7 g,dumbbell-like
gxpectec; to;e S|gn|f|pamtA nevx(/j experlmelthuLSIn'ghar:nuch IsmaII—mass system, or test mass, suspended from its center at
Improved radiometer is now underway at with the goa the end of the fiber with its axis horizontal. The test mass

of obtaining a direct value of with u;=1x10"" (Martln_ consisted of two tungsten disks about 2.5 mm thick and 7.2
and Ha_y_cocks, 1998Clearly, such a result would be quite mm in diameter, the centers of which were connected by a
competitive. ) ) ) ungsten rod about 1 mm in diameter and 29 mm long. A

In the new NPL experiment the electric power is measure mall mirror attached to the fiber was used with an autocol-

in terms of the conyentlonal electn.c UWso, not.the watt. limator to determine the balance’s angular position. The
W (see Sec. 2)5 This means that, in analogy with the dis- large-mass system, or source mass, which provided the

cussion of _the previous section regarding the Johnson nOIS&ravitational torque on the balance, consisted of two tungsten
determination ok, one has spheres, each about 10.2 cm in diameter and with a mass of
about 10.5 kg. With the source masses in their “far” posi-
h, (328 tion (in this case, removeédthe period of oscillation of the
balance was about 6 min, and the change in period with the
where Sy is the numerical value oM/T# obtained in the source masses in their “near” position was a few percent. In
experiment multiplied by the unit WntK % Also in anal- this position, the source masses were located at opposite
ogy with the Johnson noise determinationkofsinceK;_ g9  ends of the dumbbell in its rest position with their centers in
and Rx_o are defined quantities with no uncertainty, Eq.line with the axis of the dumbbell and separated by about 14
(328 shows that the experiment actually determingh in ~ cm. The value of5 was obtained from the change in angular
S| units, noto. When the anticipated measured value of thefrequency of the torsion balance and the calculation of the
guantity Sqg becomes available, it can be included in a leastgravitational potential energy of the small-mass system in
squares adjustment based on the 1998 set of adjusted caihe gravitational field of the large-mass system, based on
stants by means of the observational equation measurements of the dimensions, angles, masses, and densi-

In analogy with our discussion &, the value ofo that can
be inferred from Eq(327) using the most accurate directly

2
KJ*QORK79O

(T:Sgo 4
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ties of the components of the apparatus, as approp(laéd-  torque produced electrostatically by a quadrant electrometer.
culations of this type are required in all experiments to de-By employing a mercury bearing rather than a torsion fiber,
termine G.) Although Luther and Towler(1982 had Michaeliset al. (1996 were able to use a 240 g test-mass
originally assigned a relative standard uncertainf6.4  system, significantly increasing the gravitational force in the
X10°° to their result, this was doubled by the CODATA experiment. The system consisted of two glass-ceramic 120
Task Group on Fundamental Constants to reflect the fact th@t cylindrical test masses suspended from opposite ends of
measurements d& have historically been rather difficult to  the beam with their axes horizontal and perpendicular to the
carry out and, since the experiment was expected to COMxis of the beam. The source-mass system that provided the
tinue, the result of Luther and Towl€£982 was not final.  torsional couple on the test masses consisted of four cylin-
Four other values o& were initially considered for use in - grical masses, one at each end of each test mass with its axis
the 1986 adjustment but were subsequently rejected for ong |ine with the axis of the test mass. The pair of source
or more of the following reasons: the uncertainty was notynasses on opposite sides and ends of the balance beam were

competitive, the data were internally inconsistent, or thereyemately brought to their near and far positions, thereby
was insufficient information to make a reliable uncertalntyapp'ying an alternating torsional couple to the balance of
assessment. These four values were the 1973 CODATA re%’qual magnitude and opposite sign

ommended valuéCohen and Taylor, 1973 A voltage applied to the quadrant electrometer produced

G=6.672041)x 10 *mikg ts? [6.1x1074], the compensating torque required to prevent an angular dis-
(33)  placement of the balance. The value ®fwas calculated
which is the weighted mean of the result obtained in thefrom this voltage and the dependence of the capacitance of

1920s by Heyl(1930 and the result obtained in 1940 by the electromete_r on angular displqcement of the bal'ance
Heyl and Chrzanowski1942: the result of Pontikig1972 _beam @/de, which Was measured with a capacitance bridge
in a separate experiment.

G=6.67146)x10 "'m’kg 's? [9.0x10 °]; The PTB value foiG exceeds the 1986 CODATA recom-
(332 mended value by 4@y , whereug; is the standard uncer-
the value reported by Sagitat al. (1979 tainty of their difference, and hence the two values are in

B 1312 . severe disagreement. Michaebs al. (1996 looked inten-
G=6.674%8)x10" “m°kg s [1.2x1077]; sively for a possible error in their work which could explain
(333 the discrepancy, but to no avalil.
and the result of Karagyoz, Silin, and Iszmayid881) Since the 1986 adjustment, a factor affecting torsion-
G=6.636415)x 10 'mPkg 1s 2 [2.3x1074]. balan.ce expgriments has come to light. The determination of
(334) G using a f|ber—baseq torsion -balance operatgd in the dy-
. ] ] _namic mode and the time-of-swing method requires the mea-
Each of these valugs was obtalne_d using a fiber-based torsiQQyrement of a small change in the long oscillation period of
balance operated in the dynamic mode. HE}®30 and  he pajance. For this application the torsional spring constant
Heyl and Chrza_nowskl(1943 used_ the time-of-swing ot the fiper should ideally be independent of frequency at
method to determine the angular oscillation frequency of theextremely low frequencies, for example, at 3 mHz. From

balance, as did Sagitoet al. (1979 and Karagyozet al. - : : .
. o theoretical considerations based on accepted theories of the
(1981, while Pontikis(1972 used a resonance method. nelasticity of solids, Kuroda1995 proposed that the

Since the cqmpletlon of the 1986_a_djustment, a number Ognelasticity of such fibers is large enough to cause a value of
values of G with uncertainties sufficiently small to be of

|nt§rest have be.e.n reported. Those available prior to 1997 ake ior (1+ 1/nQ), whereQ is the quality factor of the main
reviewed by Gillies(1997. More recent results were re- . ) L

. . torsional mode of the fiber and it is assumed that the damp-
viewed at the November 1998 conference in London orga: f the torsional bal . lelv due to | in th
nized by the Institute of Physics to mark the bicentenary oﬂjg OF c _O;S(;goni fa ance 'IS SOy bue :élgilse_?_hm ©
the publication of Cavendish’s classic determinationCGof er. orQ—f ’ L € r]:';lct|ona erroris about . | €
The conference was entitied “The Gravitational ConstantEXIStence o such a requency-dependent tors_lona spring
Theory and Experiment 200 Years after Cavendish,” and th&onstant has in fact been demonstra_ted experlmentally by
papers presented at it appear in the June 1999 issMeaf Bagley and Luthef1997 as part of their experiment to de-

G determined in this way to be biased by the multiplicative

surement Science and Technology termineG (discussed briefly belopwand by Matsumurat al.
Prominent among the post-1986 values is the result ob1998 [see also Kurod&l999].
tained at PTB by Michaelis, Haars, and Augustl996), Table 13 summarizes the most important of the values of
131 o s G with u,<2x 103 that have been reported since 1986, and
G=6.7154056)xX 10 "m°kg "s © [8.3x1077], Fig. 1 compares them graphically. The stated valugSof

(339 including its uncertainty, is that quoted by the laboratory and
using a horizontal balance beam supported by a body floatinig the most recent value availalilene or more earlier results
in liquid mercury. A gravitational torque applied to the beamhave been published by a number of the laboratpries
was balanced, and thereby measured, against a compensatindg-or purposes of comparison, Table 13 and Fig. 1 also
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TasLE 13. Summary of the principal experimental values of the Newtonian constant of gravi@tisith relative standard uncertainties<2x10 3
reported since the completion of the 1986 CODATA adjustment of the values of the constants, together with the 1986 and 1998 CODATA recommended
values.(See the text for brief discussions of the experiments.

Item 10" G Rel. stand.

No. Source Identification Method m3kg s 2 uncert.u,

1. 1986 CODATA, from CODATA-86 Fiber torsion balance, 6.672 5985) 1.3x10°4

Luther and Towle(1982 dynamic mode

2. Michaeliset al. (1996 PTB-95 Floating balance beam, 6.715 4Q56) 8.3x10°°
compensation mode

3. Bagley and Luthe(1997) LANL-97 Fiber torsion balance, 6.674Q7) 1.0x10 %
dynamic mode

4. Karagiozet al. (1998 TR&D-98 Fiber torsion balance, 6.67295) 7.8x107°
dynamic mode

5. Schwarzet al. (1999; and JILA-98 Freely-falling body, 6.687394) 1.4x1078

Schwarzet al. (1998 acceleration change

6. Luo et al. (1999 HUST-99 Fiber torsion balance, 6.66997) 1.0x10°4
dynamic mode

7. Fitzgerald and Armstrongl999 MSL-99 Fiber torsion balance, 6.67427) 1.0x10 4
compensation mode

8. Richmanet al. (1999 BIPM-99 Strip torsion balance, 6.68311) 1.7x10°8
static deflection

9. Nolting et al. (1999 UZur-99 Stationary body, 6.675415) 2.2x1074
weight change

10. Kleinevosst al. (1999 UWup-99 Suspended body, 6.673%29) 4.3x10°4
displacement

11. 1998 CODATA CODATA-98 1986 CODATA value, 6.67310) 1.5x10°3

increased uncertainty

include the 1986 and 1998 recommended value§ offhe is the same as the 1986 value but its uncertainty is about a

1998 value, factor of 12 larger. The 1998 recommended value is the re-
G=6.67310)x10 ¥ mPkgls2 [1.5x10 3], sult of a careful review of the status of measurement& of
(336 by the CODATA Task Group on Fundamental Constants and
is based on the following considerations:
(i) Although the PTB experiment was carefully carried
6.65 S A L - 2T > 572 out, the resulting value d& is in severe disagreement
CODATA-86 I with most other values, and a plausible explanation
PTE.05 M has not yet been found.
LANL97 K (i)  The effect of torsion fiber anelasticity, which can be
TR&D-98 M quite large, is still under investigation.
\ | JILA.08 (i) Most of the experiments that have yielded the post-
HUST-00 el 1986 values ofs in Table 13 are still underway, and
MSL95 b in each such case a result with a smaller uncertainty is
BP9 anticipated. In fact, the Los Alamos National Labora-
Vzaegs 1o tory (LANL-97), Measurement S.tandgrds Labo.ratory
Wap9 ot (MSL-99), BIPM (BIPM-99), University of Zurich
(UZur-99, and University of WuppertalUWup-99
————e@—— CODATA-98 . .
' | | | | | results are preliminary. Also, as discussed at the Cav-
6.65 6.66 6.67 6.68 6.69 6.70 6.71 6.72 endish conference, there are at least two other experi-
G /(107! m® kg~! s72) ments well underway that could yield values Gf
with u,~1x10"° in the next several year€Gun-
Fic. 1. Graphical comparison of the values of the Newtonian constant of dlach, 1999; Newman and Bantel, 1999

gravitationG summarized in Table 13. An open circle indicates that the ..
value is preliminary(For the meanings of the identifying abbreviations in (iv)  The 1986 CODATA recommended value Gf has

the figure, see the text. become a convenient reference against which all other
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values are compared, and there are insufficient data of650x 10 and 335< 10 ®, respectively and combined the
which to base a new value that is significantly differ- two to obtain the value given in Table 13. This work is being
ent. continued, and the reported results are considered prelimi-
(v)  The uncertainty assigned to the 1998 recommendedary.
value Ggg must reflect the existence of the PTB result (4) TR&D-98. The long-term researchers involved in the
Gp1g, the anelasticity problem, and the historic diffi- torsion-balance determination & published by Karagioz,
culty of determiningG. Izmaylov and Gillies(1998 are now at the Tribotech Re-
(vi) The convenient standard uncertaintyGqg)=0.010  search and Development CompafR&D), Moscow, Rus-
X 10 ' mikg's 2 meets these requirements. Cho- sian Federation. The reported result, obtained using a torsion
sen so thatGprg— Ggg~4 Uy, it has the effect of balance operated in the dynamic mode and the time-of-swing
reducing the discrepancy between the PTB value anghethod, is the weighted mean of 12 values obtained from 12
the recommended value by a factor of 10 and producseries of measurements carried out from 1985 to 1989 as part
ing a recommended value that encompasses all oth&f an effort to determines that was initiated in Moscow
values, except that from PTB, to within about 1.5 over 25 years ago. The experiment was continuously im-
times the recommended value’s standard uncertaintyproved over this period, with the measurements in 1985 and
1986 being done with version 1 of the apparatus, in 1987

Because we do not obtain the 1998 recommended value afith version 2, and in 1988 and 1989 with version 3. In
G from an in-depth numerical analysis of the available datayersion 3, a 25.m diameter, 23 cm long fiber supported a
we do not give a detailed review of the values®and their 5.3 g test mass at its center. The test mass consisted of a
uncertainties, which are summarized in Table 13. Rather, weylindrical beam 23 cm long and 1.8 mm in diameter with its
simply make a few cogent remarks about a value and/or proaxis horizontal and with a 1.6 g spherical mass of diameter
vide a brief overview of the experiment as we have done7.2 mm at each end. The source-mass system consisted of
above for the NIST-UVA and PTB efforts. In each case thetwo spherical masses at opposite ends of the suspended test
cited paper should be consulted for references to earliemhass with their centers aligned with the axis of the sus-
work. pended beam. These masses could be moved individually or

(1) CODATA-86. A rough estimate of th® of the quartz  together along this axis. The different source masses used
fiber employed in the NIST-UVA experiment of Luther and throughout the 5 years of measurements were one of brass
Towler (1982 is 2000 (Kuroda, 1999, which implies that (12.2 cm in diameter, mass of 8.0)kgne of bronzg10.2
the resulting value o6 could be fractionally too large due to cm in diameter, mass of 4.9 kgand several made of bearing
torsion fiber anelasticity by as much as .80 * or about  steel(10.1 cm in diameter, mass of 4.3)kg
1.2u,. In the early series of measurements only a single source

(2) PTB-95. Michaelist al. (1996 obtained two different mass was used and it was placed sequentially in four posi-
values of G in their experiment, one with tungsten sourcetions at distances 19.2 cm, 21.2 cm, 25.2 cm, and 47.2 cm
masses of mass 900 g and one with source masses of idefilem the torsion fiber. In the later series of measurements
tical size but made of the same glass-ceramic material as th&o source masses were used and placed symmetrically
test masses. The tungsten result is given in the table; thabout the rotation axis at the same four distances as above.
glass-ceramic result i$=6.7174(20)x 10 *m*kg s  During the course of the measurements, a temporal shift of
[3.0x 10 #]. The two agree, but the uncertainty of the latterup to 0.00G and of unknown cause was observed in the
value is 3.6 times larger because of a much reduced signahklues obtained. Karagicat al. (1998 expect to publish an
due to the significantly smaller densifg factor of 1/7.%50f  article on this aspect of their observations.
the glass-ceramic source masses. (5) JILA-98. The “free fall” experiment of Schwaret al.

(3) LANL-97. The experiment of Bagley and Luther (1999; and Schwarzt al. (1998 carried out at JILANIST-

(1997 at the Los Alamos National LaboratofiANL ) is in University of Colorado Joint Institufén Boulder, Colorado
many ways similar to the NIST-UVA experiment of Luther is perhaps conceptually the simplest of all measurements of
and Towler(1982; it used the same dumbbell test mass andG. In this approach, one measures the change in the accel-
tungsten source masses. However, in the measurement efation of free fallg of a freely falling test mass whose
Bagley and Luther(1997, the far position of the source trajectory is perturbed by a source mass placed alternately
masses was a 90° rotation from their near position ratheabove and below the region in which the test mass falls.
than removal. To test the anelasticity hypothesis of KurodaConducting the experiment in this differential mode elimi-
(1995, Bagley and Luthef1997 used two different tung- nates errors present in conventional absolute gravimetry that
sten fibers, one with ® of 950, the other with & of about  would be five times larger than acceptible to reach the goal
490. They found that th@=490 result forG exceeded the of determiningG with u,=2x10 3.
Q=950 result by the fractional amount 3430 ° com- The basis of the JILA experiment was a commercial ab-
pared to 31%10 © predicted by the theory of Kuroda solute gravimeter in which the position as a function of time
(1995. This level of agreement was interpreted by Bagleyof a falling corner-cube reflector that defines one arm of a
and Luther(1997 as confirming the theory. They therefore Michelson-type interferometer is measured by laser interfer-
applied the appropriate fractional correction to each resulometry. The acceleration of the reflecttihe test magsas a
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function of vertical position is determined from a fourth- Luo et al. (1999 recognized the serious and well-known
order polynomial fit to the 700 position vs. time points ob- nonlinear effects characteristic of their torsion balance con-
tained over the 20 cm drop. The polynomial employed is thafiguration: a very long torsion balance beam and test masses
appropriate for an object falling in a linear gravitational field. at significantly different heights exacerbate the nonlinear ef-
The fractional change in acceleration was aboxt1® 8 fects in the angular motion of the torsion balance due to
when the toroidaldoughnut shaped00 kg primarily tung-  inhomogeneities in the background gravitational field. Thus
sten source mass surrounding the gravimeter was moved thiee angular oscillation frequencies with the source masses in
35 cm from its upper to its lower position. The value®f their near and far positions were extracted from the angle-
was extracted from the measured values of the change itime data by a nonlinear least-squares fitting procedure. Luo
acceleration by calculating the perturbing gravitational fieldet al. (1999 are planning to design a new torsion balance in
of the source mass as a function of the position of the tesbrder to reduce the nonlinear effects in their apparatus and
mass ands, integrating the equation of motion to produce aobtain a value of5 with a reduced uncertainty.
series of theoretical position vs. time points and fitting them (7) MSL-99. The measurements &f using a torsion bal-
to the same fourth-order polynomial as was used to deterance operating in the compensation mode at the Measure-
mine the acceleration of the test mass. ment Standards Laborator¢yMSL), Industrial Research,
Two series of measurements were carried out, one in Mayower Hutt, New Zealand was initiated in the early 1990s by
1997 and one in May 1998. A number of modifications wereFitzgerald and Armstron¢l1999. In the MSL approach, the
made to the apparatus between the series in order to redugeavitational torque produced on the test mass by the source
the scatter of the data, but quite surprisingly the scatter of thenasses is compensated by an electrostatically induced
1998 data was worse than that of the 1997 data. Théorque. Because the torsion fiber does not twike sus-
weighted mean of the two values Gf obtained in the two pended test mass remains stationafiper anelasticity is not
series, which agree well, has a relative standard uncertainty problem.
u,=4.1x10" 4. Schwarzet al. (1999 combined this uncer- In the current version of the MSL apparatus, the fiber is
tainty with a component of 1.3610 3 to account for the made of tungstensil m inlength, and has a rectangular
low-frequency scatter, thereby obtaining=1.4x10 3. The  cross section of 0.34Qm by 17 um. The test mass sus-
value given in Table 13 is the weighted mean together wittpended from the fiber, which also serves as the vane of the
this uncertainty. electrometer that provides the electrostatic torque to compen-
(6) HUST-99. The determination o6 by Luo etal. sate the gravitational torque, is a horizontal 532 g copper
(1999 at the Huazhong University of Science and Technol-cylinder 19 mm in diameter and 220 mm long. The two
ogy (HUST), Wuhan, People’s Republic of China used asource masses are 28 kg stainless steel cylinders 438 mm
torsion balance operated in the dynamic mode and the timdeng and 101 mm in diameter with their axes vertical; they
of-swing method. The balance consisted of a horizontal alurest on a turntable centered on the axis of the fiber and are
minum beam with a mass and length of about 55 g and 40Qositioned on opposite sides of the fiber. The turntable is
mm, respectively, suspended from its center by ap26  rotated around the test mass and in each revolution is
diameter tungsten torsion fiber about 0.5 m in length andtopped in the four positions that produce maximum torque
with a Q of approximately 3.6 10°. A copper test mass of on the test mass. The value @fis calculated from the volt-
mass approximately 32 g was suspended from each end afje that must be applied to the electrometer to balance the
the balance beam by 50m diam tungsten fibers, about 435 gravitational torque on the test mass when the turntable is
mm and 20 mm in length, respectively, so that the verticaktopped and from @/dé, the change in capacitance of the
separation of the two test masses was about 415 mm. Be&lectrometer with angular displacement of the test mass. This
cause of the higlQ of the fiber, Luoet al. (1999 believe  quantity is determined in a separate experiment by measur-
that fiber anelasticity is not a problem in their experiment. ing the angular acceleration of the test mass when a voltage
The source-mass system consisted of two 6.25 kg stainless, is applied to the electrometer. The angular acceleration is
steel cylinders, 100 mm in length and diameter, placed withmeasured by giving the entire torsion balance the same ac-
their axes horizontal and perpendicular to the axes of theeleration as the suspended test mass, thereby keeping the
balance beam and on either side of the lower test mass ifiber from twisting.
such a way that the axes of the test mass and the two sourceThe value ofG given in Table 13 is from measurements
masses were in line. In their near position, the faces of thelone in 1998 with the version of the balance just described.
source masses opposite one another and between which thkis balance, as well as the experiment as a whole, contains
test mass hung were separated by 60 mm; in the far positioa number of improvements compared to the balance and
the source masses were removed. With the source massestéthniques used in a series of measurements carried out in
place, the period of the torsion balance was about 74 min1995. In fact, the new work uncovered a fractional error in
with the source masses removed, the period was about 38e earlier result of about 13102 caused by the omission
min, corresponding to a fractional change of about 27 %. Thef a second-order term in the calculation of the torque
angular position of the beam was determined as a function dfetween the source masses and the suspended test mass.
time by means of a small mirror attached to the beam and aRitzgerald and Armstrong1999 give as the corrected
optical lever employing a He—Ne laser. result of the earlier experiment G=6.6746(10)
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x 10" mikg~1s72, which agrees with the new result. source mass. In each position, the difference in weight of the
(8) BIPM-99. The torsion balance experiment of Richmantest masses is determined by weighing them alternately many
et al. (1999 at the BIPM was begun in the mid-1990s and istimes with the single-pan balance.
in its early stages. The key ingredient of the balance is a thin, In the first University of Zurich determination & with
heavily loaded, copper—beryllium alloy torsion strip 160 mmthis apparatus, the tanks were filled with water and produced
long, 2.5 mm wide, and 3Q.m thick that serves as its sus- @ change in the difference in weight of the two test masses
pension element. Because 90 % of the stiffness of the strip i8quivalent to 11Gug when the tanks were in positions | and
due to its load and only 10% to its elasticity, anelasticity!l- The value ofG given in Table 13 is the result of 20 d of
effects are greatly reduced. Four symmetrically arrange§uch measurements from which the change in the weight
(i.e., 90° apaittest masses rest on a circular plate suspendedlifference was determined with a statistical uncertainty
from its center by the torsion strip and together with the plate TYPe A equivalent to 9 ng.
form the oscillating “pendulum” of the balance; they are 1.2 In the winter of 1997/1998, the tanks were filled with mer-
kg cylinders of about 56 mm diameter and height with theircury, thereby increasing the change in weight difference to
axes vertical and made of a copper—tellurium alloy. The fouthe equivalent of 80Qug. Two series of measurements with
source masses are 15.5 kg cylinders of about 130 mm diant19 were carried out that yielded values@fthat differed by
eter and height made from the same alloy; they rest on 1€ fractional amount 1>61_0__4’ which was somewhat
carousel, again with their axes vertical. The axis of the carlarger than the random variations within each run. Never-
ousel also coincides with that of the torsion strip and theheless, for the moment Noltingtal. (1999 take the
source masses resting on it are arranged so that they aténple mean of the two values,G=6.6749(14)
farther from the torsion strip than are the test masses. Whetf 10 "M kg~ s™° [2.2¥ 10 1, as the result.of the two
aligned with the four test masses, the radial distance betweetfries for Hg, but have included in their i’:\gSlgned relative
the surfaces of each source mass and its corresponding tédgndard uncertainty a component of 810> to account

mass is 7 mm. Torque on the torsion strip is generated whefp" the discrepancy. Although no satisfactory explanation of
the carousel is rotated from the aligned positionr?( the disagreement has yet been found, Nol&tgl. (1999

X 10~8 N'm maximum for=19° angular displacement suppose that balance nonlinearity may play a role. Work to
The value ofG in Table 13 is the first result of the experi- resolve this problem is continuing, and Noltiegal. (1999

ment and was obtained by measuring the difference in th8€li€ve that itheir goal of determinings with u,=1.0
angular displacement of the balance with the source masses10 " iS still achievable. _ .

in the two maximum torque positions and determining the (10 UWup—9_9. The experiment of Kleinevosst al.
stiffness of the torsional strip from the measured oscillation(1999 at the University of Wuppertal, Wuppertal, Germany

frequency of the balance. Future work with the balance undef/@s begun in 1988. The apparatus consists of two micro-

servo control with the gravitational torque balanced by anVave reflectors a distande=24 cm apart, each with a pol-

electrostatic torque is underway, and a valueGofwith u, |s_hed é:%nca}/e sp_rlw_re]ncalﬂsu;face a.?r? tﬁu'_spended by tufngsten
<1x10* is anticipated by operating the balance in thig WIS 2.5 M iong. 1he retiectors, with Ineir concave surtaces
compensation mode. facing each other, _form a Fabry—ﬂéémm_rowave resonator.

(9) UZur-99. The University of Zurich determination 6f A 576 kg brass cylindrical source mass is placed on the outer

by Nolting et al. (1999 was initiated in the early 1990s and side of each reflector with its axis coincident with the axis of
is being carried out at the Paul Scherrer Institute, ViIIigen,the resonator and the other source mass. The two source

Switzerland: it grew out of the Geigerwald storage-lake mea"2sses are moved symmetrically and simultaneously at in-

surement of5 by Hubler, Cornaz, and Kadig (1995. In the tervals of 12 min from.a refergpce position away from thg
reflectors to a measuring position near the reflectors. This

new experiment, a commercial single-pan, flexure-strip bal- )
ance, modified to achieve a resolution of 100 ng and a reprg2USes the distance between the reflectors to change due to

ducibility of 300 ng, is used to measure the change in théhe change in gravitational forces acting on them. The mea-

difference in weight of two cylindrical test masses when thesured quantity is the change in resonant frequency of the

position of two source masses is changed. The test massgesiznatorg] arisling féo".“ tr:]e crt;lange ri]n its Iengftbrt])
are 1 kg copper weights in fixed positions; the movable _ nm. The value ofs in the table Is the mean of three

source masses, which surround the test masses, are toroiagilues obtained in mid-1998 from three different measuring

stainless steel tanks 0.7 m high, of outer and inner diamete ositions. The WOI’.k IS continuing and Kle|neY?e$ al
1.05 m and 0.1 m, and of volume 500 L. The axes of the tes 1999 hope to obtain a value db with u<1x10™" from
masses and source masses are vertical and coincident, ang current apparatus.

the test masses are about 1.4 m apart. In position | the source

masses are almost touching and the upper test mass is at the 3.18. X-ray Units

upper end of the upper source mass and the lower test mass

is at the lower end of the lower source mass. In position Il, The three most important units that historically have been
the two source masses are separated by about 1.4 m so thesed to express the wavelengths of x-ray lines are the copper
the upper test mass is at the lower end of the upper sourdéa; X unit, symbol xu(Cu k), the molybdenum K, x
mass and the lower test mass is at the upper end of the lowenit, symbol xu(Mo Ky;), and the agstrom star, symbol

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



1792 P.J. MOHR AND B. N. TAYLOR

A*. These units are defined by assigning an exact converength of the W Ky, line to the lattice parameter of the dif-
tional value to the wavelength of the Cuk, MoKa,, and  fraction crystal of the spectrometer. Their result can be ex-
W Kay x-ray lines when each is expressed in its correspondpressed as

ing unit:
A(CuKa)=1537.400 xuCu K 33 AW Keq) = AWKay) 5o W)
(CukKay)= A00x0CuKay) (337 d2odN) 220 W) daad(N)
A(Mo KOLl) =707.831 xyMo KOLl) (338) =0.108 852 17698) [9.0)( 1077], (341)
A(WKay)=0.2090100 A. (339 whered.,(N) denotes thd220} lattice spacing of the NIST

Following the practice initiated in the 1986 adjustment, weXROI crystal(see Sec. 3.9.1at our standard reference con-

i, & A . . )
also give in this adjustment a recommended value in metergItlons P=0 andtg,=22.5°C, andizdw) is the{22 lat-

for each of these units. The relevant data from which thes8¢® spacing of the specirometer's diffrgctio_n cryst_alpat
5 100 kPa andgg=22.5°C. The uncertainty is dominated

values are derived and how we include that data in the 199 the 8.8¢10° statistical relati tandard taint
adjustment are briefly discussed below. Other measuremen € s _ statistical refative standard uncertainty
ype A) associated with the measurements of the ratio

involving the lattice spacings of silicon crystals and the com- " ] . .
parison of the lattice spacings of different crystals are dis? (W Keu)/dzpdW); the ratio of the lattice parameters of the

cussed in Sec. 3.1.3.c and in Sec. 3.9. Based on that discu&. and N crystals was det_ermined _by _K_esséeal. (1979 in
sion, when necessary we take 0010 °, 6.40(8)x 10°°, a separate experiment with the significantly smaller uncer-

i — — 8
and —0.34x10°% as the fractional corrections to convert MY Up=7x10"". ) .
yod(S) At tgg=22.5°C 10 tey=22.5°C, dprg(Si) at tep Also at NIST and using a spectrometer similar to that of

_ o —oEo : — Kessleret al. (1979 but with the two crystals cut from the

=225°C to tgp=25°C, and d,,(S) at p=0 to .

—100kPa ressgctively 22dS) P P same boule from which the NIST XROI crystal was cut and
In a collaboration between Friedrich—Schiller University ONlY 10 mm from it, Deslattes and HenifB973 compared

(FSU), Jena, Germany and the PTB!reg et al. (1991 the Mo Ka; and Cu ky; x-ray lines to the lattice parameter
determined the wavelength of the CuKline in terms of the of the diffraction crystal. The reference conditions for these

lattice parametea of a sample of the PTB crystal WASO 9 measurements arp=_10_0 kPa andt68:.25 C. Data were
using the Bond method, an x-ray diffractometer techniquéaken in both transmission and reflection for each x-ray line
that is a special version of the classic Bragg spectromete"i"nd averaged the final results can be written as

technique. Based on the measured difference betweeh A(Mo Kay)
crystal WASO 9 anda of PTB crystal WASO 4.2a as re- d—l=0.369 4060419) [5.3x10° 7] (342
ported by Windisch and Beckét990, the result of Hatwig 22dN)

et al. (1991 can be written as A(CuKay)

A(CuKay) A(CuKay) d3dwo) oo N)

Ao Wa.29)  d oo W4.2 - : :
220 W4.23 220 W9) - dzodW4.29 The uncertainties are essentially those assigned by the ex-

=0.8023271124) [3.0<10 7]. (340  perimenters and include components due to the index of re-
o N fraction of silicon(required to evaluate the Bragg equation

Here the asterisk indicates that the reference conditions fgpy the reflection data measurement of temperature and

dpo Of crystal WASO 9 arep=101.325kPa andigs  angle, alignment of the apparatus, and scatter of the data.

=20°C rather than our standard reference conditipr®,  Ajthough the two ratios have some common components of

tgo=22.5°C. The assigned uncertainty is dominated by thgncertainty, their covariance can be assumed to be negli-

2.8x 10 7 total relative standard uncertainty component arisiple.

ing from different aSpeCtS of the determination of the ratio More recenﬂy’ NIST researchers have measured the dif-

A(CuKay)/d3,dwe), the largest of which is 2:810°" due  ference betweed () andday, of PTB crystal WASO 17,

to the uncertainties of various corrections; the relative stanghere the{220 lattice spacing of WASO 17 is relevant to

dard deviation of the mean of the 146 individual measurethe determination of the relative atomic mass of the neutron

ments of the ratio is only 5107°. The relative standard (see Secs. 3.1.3.c and B.Fhe result i{Kessleret al, 1997:
uncertainty of the ratiod3,(we)/dypdw4.29 is u=11  Kessler, 1999

%108 and contains a component o710 8 (Type B) to

account for the observed large variations of the lattice pa- oo W17) — dosg(N)

rameter of the WASO 9 crystal due to the inhomogeneity of oo W17)

its impurity content{Windisch and Becker, 1990 Note that

the covariances of the result given in E§40 with all the  and reflects the new NIST lattice comparison protasele

other PTB x-ray results are negligibje. Sec. 3.1.3.x The correlation coefficients of this fractional
Using a double flat silicon crystal spectrometer, Kesslerdifference and the other NIST fractional differences given in

Deslattes, and Henind 979 at NIST compared the wave- Egs.(51) to (53) are in the range-0.37 to 0.15.

=0.8023280477) [9.6x10 7]. (343

=7(17)x10°° (344)
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In order to obtain best values in the least-squares sense f@roup (Casoet al., 1998 is based on a particular variant of
xu(Cu Kay), xu(Mo Ka), and &, we take these units to be the modified minimal subtractionmg) scheme, which gives
adjusted constants. Thus the observational equations for tliee much more accurate value ity (M) =0.231 2424).
data of Eqs(340) to (343 are

A(CuKay) 1537.400 x4Cu Ka;) 4. Analysis of Data
= (349
d220(N) d22dN) . . .
In this portion of the paper, we analyze the previously
A(MoKay) | 707.831 xiMo Kay) (346 discussed input data with the exception of the values of the
dopgN) doog(N) Newtonian constant of gravitatio®, since the latter have

already been dealt with in Sec. 3.17. Based on this analysis,
A(WKay) - 0.2090100 A (347) the focus of which is the compatibility of the data and the
d2od(N) doad(N) extent to which a particular datum would contribute to the

determination of the 1998 recommended values of the con-

A(CuKay) , 1537.400 xtCuKay) , (348  stants, we select the final input data for the 1998 adjustment,

dazd W4.29 da2d W4.29 decide how the data are to be treated, and carry out the final

where d,,(N) is taken to be an adjusted constant andleast-squares calculation from which the 1998 recommended
do(W17) andd,,(W4.29 are adjusted constants as well. In values are obtained. Our analysis proceeds in three stages.
this context, the NIST XROI crystal simply plays the role of ~ First we compare directly measured values of the same
an intermediate reference crystal; a directly measured valuguantity, that is, data of the same type. An example is the

of its {220 lattice spacingl,,o(N) in meters is not required. four measured values of the von Kilitzing const&qt.

Next we compare directly measured values of different
. quantities, that is, data of different types, through the values
3.19. Other Quantities of a third quantity that may be inferred from the values of the

As pointed out in Sec. 1.4, there are a few cases in thdirectly measured qu.antities. Prominent among these in-
1998 adjustment where an inexact constant that enters tr{g’red values are the fine-structure constaand the Planck
analysis of input data is taken to be a fixed quantity rathefonstanth. For example, the four directly measured values
than an adjusted quantity, because the input data have a négf-Rk are compared to the one directly measured value of the
ligible effect on its value. Three such constants, used in th&'agnetic moment anomaly, through the five values od
calculation of the theoretical expressions for the electron anfat can be inferred from the five directly measured values.
muon magnetic moment anomaliasanda, (see Appendi- Wg have, of course, anticipated such comparisons by calcu-
ces B and G are the mass of the tau leptam,, the Fermi Iatlr_19 values ofa andh Whenever_ appropriate as part of our
coupling constanG, and sine squared of the weak mixing "€View of the data. St_Jch calculations are meaningful be_cause
angle siR &y. The values we adopt for these constants ardnany of the data of interest can be viewed as belonging to
based on the most recent report of the Particle Data Groufither one of two categories: data that determiner data

(Casoet al, 1998: hat determinéh. Contributing to this dichotomy is the fact
) . that the uncertainties of the measured values of those quan-
m,c*=1777.0329) MeV  [1.6X10 "] (349 tities that can be expressed as a combinationr ind h,
G such as the Josephson constént (8a/uoch)?, are sig-
F _1.166 391)x 10 5Gev 2 [8.6x10°6] (350  nhificantly larger than the uncertainty of Thus these mea-
(hc)® sured values only provide competitive information regarding
Sin? 6,,=0.222419) [8.7x10°3]. (357 Mot

Finally, we carry out a multivariate analysis of the data
Note, however, that the uncertainty assignednt@? by the  using the well-known method of least squares, which we
Particle Data Group is unsymmetrical and equal tobriefly summarize in Appendix E as it is normally applied to
+0.29 MeV, —0.26 MeV. For simplicity and because it is the determination of recommended values of the fundamen-
not at all critical, we have symmetrized the uncertainty bytal constants.(Because computing a weighted mean is
taking it to be 0.29 MeV. Also, the definition of €,  equivalent to applying the method of least squares in one
depends on the renormalization prescription used. We take abmension, that is, to the case of one variable, we in fact also
its definition sirf 6\N=s\z,vsl—(mwlmz)2 based on the on- employ the method of least squares in the first and second
shell scheme, wherm,, andm; are the masses of the W stages of our data analysis.

and 2 bosons, respectively, because this definition is con- Although the multivariate analysis of the data provides the
ceptually simple and is that employed in the calculation ofmost detailed, quantitative information regarding its overall
the electroweak contributions ta, and a, (Czarnecki, consistency and the relative importance of individual items
Krause, and Marciano, 1986The recommended value for of data, because of the large number of such items and their
the mass ratio of these bosons ns,/m,=0.8818(11), diversity, and because a multivariate analysis is somewhat
which leads to our adopted value of i), given above. On  complex, this approach is not especially transparent. On the
the other hand, the value recommended by the Particle Datther hand, although less complete than the multivariate
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analysis, comparisons of data of the same type, and comparé—lven by Rg= /XZ/V:A/Udiff with degrees of freedom
sons of data of different types through the inferred value of g,_ 1 (see Appendix E If there are N measurements

third quantity, are convenient methods for obtaining a genyyith N>2, we compare them by computing their weighted

eral overview of the compatibility of the data and for iden- ., . N P
tifying those data that are of greatest importance. m_eaNn_alnd resulting” andfor Birge ratioRg=\x"/v with

The principal input data relevant to the determination of
the Rydberg constani®, are not strongly coupled to the
principal input data relevant to the determination of the other
constants. We therefore carry out the first two stages of our The classic hydrogen Lamb shift is the only quantity in
data analysis on the two categories of data—Rydberg confable 14.A.1 with more than one measured value. The Har-
stant and other—independently. The third stage, multivariatgard University and the University of Sussex results for this
analysis, is at first also carried out independently, but then ofhterval, itemsA14.1 andA14.2, agreeA=0.8uyy . The un-
all of the data together. In fact, because of the complex naeertainty of the Sussex value is 2.2 times that of the Harvard
ture of the Rydberg constant data, its second-stage analysisvalue, hence the weights of the two values in the calculation
actually done as a multivariate analysis. The two categoriesf their weighted mean are 0.83 and 0.17, respectively. Al-
of data, with individual items appropriately numbered, arethough these are the weights for their weighted mean, the
given in Tables 14.A.1 and 14.B.1. The covariances of theeffective weights of these data in the full least-squares cal-
data in each table are given in the form of correlation coefculation involving all of the data of Table 14.A.1 is less,
ficients in companion Tables 14.A.2 and 14.B[Rote that because the remaining experimental and theoretical data pro-
throughout this Analysis of Data portion of the paper, thevide information about this interval as well. In the case of the
letters “A” and “B” are associated with data in the first and Lamb shift, they produce aimdirect value of the interval
second categories, respectively. Also, there are no correlavith a significantly smaller uncertainty than either directly
tions between the data in Table 14.A.1 and the data in Tablgeasured value. This is a common feature of a least-squares
14.B.1) The portions of the text where the data and theiranalysis and, in fact, in some cases the uncertainty of the
correlations are discussed are indicated in the last column dfdirect value is so small that one or more of the directly

Tables 14.A.1 and 14.B.{In Table 14.B.1, the quantit* ~ Measured values are inconsequential.

given in Eq.(166), Sec. 3.3.10.b, is denoted Iﬁ_y since by
CPT invariance the sign of the charge is immatefial.
The &'s given in Tables 14.A.1 and 14.B.1 are additive  other data refers to the input data related to the constants
corrections to various theoretical expressions that represefy  and G excepted given in Tables 14.B.1 and 14.B.2.
our lack of knowledge of those expressions. That is, €ach Ofhere are nine different quantities in Table 14.B.1 that have
the expressions includes an appropridi@s an additive cor-  more than one measured value. We discuss each in turn.
rection, where the initial estimate of eaétis zero but with Avy,. The LAMPF 1982 and the LAMPF 1999 values of
an appropriate standard uncertainty. In Table 14.A.1d1$¢  the muonium ground-state hyperfine splitting, iteBs7.1
are associated with the theoretical expressions for the energydB17.2, are in agreementt=0.7uy . The uncertainty of
levels of hydrogertH) or deuterium(D) as indicated, while  the 1982 result exceeds that of the 1999 result by the factor
in Table 14.B.1 thes’s are associated with the theoretical 3, leading to a weight of 0.90 for the 1999 value and a
expressions for the electron and muon magnetic momengeight of 0.10 for the 1982 value in the calculation of their
anomaliesa, anda,,, and the ground-state hyperfine split- weighted mean.
ting of muoniumAwy,. These expressions are required 0 R  The CERN value ofR. item B19.1. and the
relate measured values of the frequencies of transitions bPB'rookhaven value oR, itemB19.2, agreeA=0.1ug; . Be-

Fweteg enertgy levelsr:n H adng B’?I_’ha'*’ and A_V'V'“ to ?jd- cause the uncertainty of the Brookhaven value is 1.8 times
Justed constants such asandiR.. . The eXpressions and our .. of the CERN value, the weights of the CERN and-

initial values for the uncertainties of th¥s are discussed in Brookhaven values in the calculation of their weighted mean
Appendices A to D. Although the uncertainties depend ONe 0.77 and 0.23 respectively

values of various constants, the uncertainties of the constantsr, (I0). For the NIST and NIM values ofr’)_go(lo),

- ; ; ; p— 90!
:ir;irr:)sfetlr\]/g;?e negligible in the calculation of the uncertaing . - psq 1 andB21.2,A=0.6uys, and hence they agree.

However, the uncertainty of the NIM value exceeds that of
4.1. Comparison of Data of the Same Type the NIST value by a factor of 6.0, implying that in the cal-
culation of the weighted mean of the two values, the weight
This mode of comparison is obviously applicable only of the NIST value is 0.97 and that of the NIM value is 0.03.
when there are two or more measurements of the same quayfe therefore conclude that the NIM value provides a limited
tity. If there are only two measurements andx,, we Sim-  amount of additional information.
ply compare them through their differende=|x,~x,| and 7 (hi). The NIM and NPL values of,_g,(hi), items
the standard deviation of their differenceugr  B22.1 andB22.2, agreeA=0.1ugy. Further, the uncer-
= Uu?(x,) +U?(x,), since in this case the Birge ratio is tainty of the NIM value is 1.6 times that of the NPL value,

4.1.1. Rydberg Constant Data

4.1.2. Other Data
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TABLE 14.A.1. Summary of principal input data for the determination of the 1998 recommended value of the Rydberg Bansfahe notation for the

CODATA RECOMMENDED VALUES

additive correctionsi(nL;) in this table has the same meaning as the notaﬂhpin Appendix A, Sec. 13.
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Item Relative standard

number Input datum Value uncertainty u, Identification Sec.
Al vu(1S,,-2S,) 2466 061 413 187.384) kHz 3.4x10° 13 MPQ-97 3.2.1
A2 vu(2S,,-8S,)) 770 649 350 012(B.6) kHz 1.1x10 % LK/LP-97 3.2.2
A3 v14(2S,,~8D55) 770 649 504 450(8.3) kHz 1.1x 101 LK/LP-97 3.2.2
A4 vu(2S,,—8Ds)5) 770 649 561 584(5.4) kHz 8.3x10° 2 LK/LP-97 3.2.2
A5 vu(2S1,—12D;)) 799 191 710 472(B.4) kHz 1.2<10° 1 LK/LP-99 3.2.2
A6 vu(2Sy,—12D5)) 799 191 727 403(7.0) kHz 8.7x10 12 LK/LP-99 3.2.2
A7 vi(2S0-4S) — 3 va(1S,-2S) 4797 33810) kHz 2.1x10°¢ MPQ-95 3.2.1
A8 vi(2Sy~4Ds) — 5 v(1S1-2S) 6 490 14424) kHz 3.7x10°¢ MPQ-95 3.2.1
A9 vi(2S-6S0) — 3 vi(1Sy-3S)0) 4197 60421) kHz 4.9x10°° LKB-96 3.2.2
A10 vu(2Sy~6Ds)) — 7 vi(1Sy-3S) 4699 09910) kHz 2.2x10°8 LKB-96 3.2.2
All vi(2Sy—4Pyn) — 3 v(1S1,-2S) 4664 26915) kHz 3.2x10°° Yale-95 3.2.3
Al2 (28— 4Py0) — 3 v(1S-2S) 6 035 37810) kHz 1.7x10°° Yale-95 3.2.3
A13 vi(2S1—2Py) 9911 20012 kHz 1.2x10°6 Harv-94 3.2.4
Al4.1 vu(2P1—2S,) 1057 845.09.0) kHz 8.5x10 ¢ Harv-86 3.2.4
Al4.2 vu(2P1-2S,) 1057 86220) kHz 1.9x10°° USus-79 3.2.5
Al15 Rp 0.8545120) fm 1.4X10°? Rp-98 3.2.7
Al6 vp(2S,,-8S,)) 770 859 041 245(B.9) kHz 8.9x 1072 LK/LP-97 3.2.2
Al7 vp(2Sy,—8Ds5) 770859 195 701(8.3) kHz 8.2x10 12 LK/LP-97 3.2.2
A18 vp(2S,,—-8Ds)5) 770 859 252 849(5.9) kHz 7.7x10° 12 LK/LP-97 3.2.2
A19 vp(2S,—12Dy) 799 409 168 038(8.6) kHz 1.1x 101 LK/LP-99 3.2.2
A20 vp(2S1,—12Dy)) 799 409 184 966 (8.8) kHz 8.5x 102 LK/LP-99 3.2.2
A21 vo(2Sy—4S0) — 3 vo(1S1-2S) 4801 69320) kHz 4.2x10°° MPQ-95 3.2.1
A22 v5(2Sy~4Ds1) — 5 vp(1Sy-2S,) 6494 84141) kHz 6.3x10° ¢ MPQ-95 3.2.1
A23 Ry 2.13010) fm 4.7x10°3 Rd-98 3.2.7
A24 vp(1S1-2S2) — vu(1S1-2S) 670 994 334.6A5) kHz 2210710 MPQ-98 3.2.1
A25 8u(1Sy)/h 0(90) kHz [2.7x1071Y theory App. A
A26 8u(2Sy)/h 0(11) kHz [1.4x101Y theory App. A
A27 Su(3Sy)/h 0.03.3) kHz [9.1x 10717 theory App. A
A28 Su(4Sy)/h 0.0(1.4) kHz [6.8x10 17 theory App. A
A29 84(6Sy)/h 0.0042) kHz [4.5x1071?] theory App. A
A30 5u(8Sy)/h 0.0018) kHz [3.4x10 17 theory App. A
A31 Su(2Py)/h 0.0(1.1) kHz [1.3x10 17 theory App. A
A32 Su(4Py)/h 0.0014) kHz [6.6x10 9 theory App. A
A33 (2P /h 0.0(1.1) kHz [1.3x1071?] theory App. A
A34 (4P /h 0.0014) kHz [6.6x107 19 theory App. A
A35 6u(8D5)/h 0.00017) kHz [3.3x107 %9 theory App. A
A36 8u(12D55)/h 0.000Q50) kHz [2.2x107 %9 theory App. A
A37 S1(4Ds)/h 0.00(14) kHz [6.6X10 7 theory App. A
A38 S4(6Dspp)/h 0.000q40) kHz [4.4x107 19 theory App. A
A39 5u(8Dsp)/h 0.00Q17) kHz [3.3x10° 19 theory App. A
A40 8u(12Dg)/h 0.000G50) kHz [2.2x10° 19 theory App. A
A4l Sp(1Sy)/h 0(89) kHz [2.7x1071Y theory App. A
A42 8p(2Sy.)/h 0(11) kHz [1.4x1071Y theory App. A
A43 Sp(4Sy)/h 0.0(1.4) kHz [6.8x1071?] theory App. A
Ad4 5p(8Sy)/h 0.0017) kHz [3.4x10 17 theory App. A
A45 6p(8D39)/h 0.00011) kHz [2.2x107 %9 theory App. A
A46 5p(12Dy)/h 0.000@34) kHz [1.5x10 9 theory App. A
A47 Sp(4Dspp)/h 0.00092) kHz [4.5x107 19 theory App. A
A48 5p(8Dsp)/h 0.00Q11) kHz [2.2x10° 1 theory App. A
A49 6p(12Dg5)/h 0.000G34) kHz [1.5x10 19 theory App. A

&The values in brackets are relative to the frequency equivalent of the binding energy of the indicated level.
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TasLE 14.A.2. Non-negligible correlation coefficientx; , x;) of the input data related .. given in Table 14.A.1. For simplicity, the two items of data
to which a particular correlation coefficient corresponds are identified by their item numbers in Table 14.A.1.

r(A2, A3)=0.348 r(A5, A20)=0.114 r(A25, A27)=0.999 r(A30, A44)=0.998
r(A2, A4)=0.453 r(AB, A9)=0.028 r(A25, A28)=0.999 r(A31, A32)=0.990
r(A2, A5)=0.090 r(A6, A10)=0.055 r(A25, A29)=0.999 r(A33, A34)=0.990
r(A2, A6)=0.121 r(A6, A16)=0.151 r(A25, A30)=0.999 r(A35, A36)=0.990
r(A2, A9)=0.023 r(A6, A17)=0.165 r(A25, A41)=0.998 r(A35, A45)=0.944
r(A2, A10)=0.045 r(A6, A18)=0.175 r(A25, A42)=0.998 r(A35, A46)=0.935
r(A2, A16)=0.123 r(A6, A19)=0.121 r(A25, A43)=0.998 r(A36, A45)=0.935
r(A2, A17)=0.133 r(A6, A20)=0.152 r(A25, A44)=0.997 r(A36, A46)=0.944
r(A2, A18)=0.142 r(A7, A8)=0.105 r(A26, A27)=0.999 r(A37, A38)=0.990
r(A2, A19)=0.098 r(A7, A21)=0.210 r(A26, A28)=0.999 r(A37, A39)=0.990
r(A2, A20)=0.124 r(A7, A22)=0.040 r(A26, A29)=0.999 r(A37, A40)=0.990
r(A3, A4)=0.470 r(A8, A21)=0.027 r(A26, A30)=0.998 r(A37, A47)=0.944
r(A3, A5)=0.093 r(A8, A22)=0.047 r(A26, A41)=0.998 r(A37, A48)=0.935
r(A3, A6)=0.125 r(A9, A10)=0.141 r(A26, A42)=0.998 r(A37, A49)=0.935
r(A3, A9)=0.023 r(A9, A16)=0.028 r(A26, A43)=0.997 r(A38, A39)=0.990
r(A3, A10)=0.047 r(A9, A17)=0.031 r(A26, A44)=0.997 r(A38, A40)=0.990
r(A3, A16)=0.127 r(A9, A18)=0.033 r(A27, A28)=0.999 r(A38, A47)=0.935
r(A3, A17)=0.139 r(A9, A19)=0.023 r(A27, A29)=0.998 r(A38, A48)=0.935
r(A3, A18)=0.147 r(A9, A20)=0.028 r(A27, A30)=0.998 r(A38, A49)=0.935
r(A3, A19)=0.102 r(A10, A16)=0.056 r(A27, A41)=0.997 r(A39, A40)=0.990
r(A3, A20)=0.128 r(A10, A17)=0.061 r(A27, A42)=0.997 r(A39, A47)=0.935
r(Ad, A5)=0.121 r(A10, A18)=0.065 r(A27, A43)=0.997 r(A39, A48)=0.944
r (A4, A6)=0.162 r(A10, A19)=0.045 r(A27, A44)=0.997 r(A39, A49)=0.935
r(A4, A9)=0.030 r(A10, A20)=0.057 r(A28, A29)=0.998 r(A40, A47)=0.935
r(A4, A10)=0.060 r(All, A12)=0.083 r(A28, A30)=0.998 r(A40, A48)=0.935
r(A4, A16)=0.165 r(A16, A17)=0.570 r(A28, A41)=0.998 r(A40, A49)=0.944
r(A4, A17)=0.180 r(A16, A18)=0.612 r(A28, A42)=0.997 r(A41, A42)=0.999
r(A4, A18)=0.191 r(A16, A19)=0.123 r(A28, A43)=0.998 r(A41, A43)=0.999
r(A4, A19)=0.132 r(A16, A20)=0.155 r(A28, A44)=0.997 r(A41, A44)=0.999
r(A4, A20)=0.166 r(Al7, A18)=0.667 r(A29, A30)=0.998 r(A42, A43)=0.999
r(A5, A6)=0.475 r(Al7, A19)=0.134 r(A29, A41)=0.997 r(A42, A44)=0.998
r(A5, A9)=0.021 r(A17, A20)=0.169 r(A29, A42)=0.997 r(A43, A44)=0.998
r(A5, A10)=0.041 r(A18, A19)=0.142 r(A29, A43)=0.997 r(A45, A46)=0.990
r(A5, A16)=0.113 r(A18, A20)=0.179 r(A29, A44)=0.996 r(A47, A48)=0.990
r(A5, A17)=0.123 r(A19, A20)=0.522 r(A30, A41)=0.997 r(A47, A49)=0.990
r(A5, A18)=0.130 r(A21, A22)=0.011 r(A30, A42)=0.997 r (A48, A49)=0.990
r(A5, A19)=0.090 r(A25, A26)=0.999 r(A30, A43)=0.997

implying that the weights of the NPL and NIM values in the 0.18,—0.95, 0.72, and 0.06, respectively, and their weights
calculation of their weighted mean are 0.72 and 0.28, respedn the calculation of their weighted mean are 0.65, 0.19,

tively. 0.13, and 0.02. Clearly, the amount of additional information
I, _oolo). The KRISS/VNIIM and VNIIM values of provided by the NIM result is limited.
I, _oolo), items B23.1 and B23.2, do not agree;A K2R . ItemsB26.1 andB26.2, the NPL and NIST values

=2.4ugy . The ratio of the uncertainty of the VNIIM value of K2Ry, are consistentA=0.5ugy . The ratio of the un-
to that of the KRISS/VNIIM value is 2.0, so that in the certainty of the NPL value to that of the NIST value is 2.3,
calculation of their weighted mean, the weight of the KRISS/|eading to weights for the NIST and NPL values in the cal-
VNIIM value is 0.79 and that of the VNIIM value is 0.21.  culation of their weighted mean of 0.84 and 0.16, respec-
K;. For the NML and PTB values &, itemsB24.1 and tively.
B24.2,A=0.3ugy , indicating agreement. The uncertainty of R, The NIST and NPL values oR, items B42.1 and
the NML value is 1.2 times that of the PTB value, implying B42.2, are consistentA=0.5ug . However, because the
that the weights of the NML and PTB values in the calcula-yncertainty of the NPL value is 4.7 times that of the NIST
tion of their weighted mean are 0.58 and 0.42, respectivelyya|ye, the respective weights of the NIST and NPL values in
R . The values oRy from NIST, NML, NPL, and NIM,  the calculation of their weighted mean are 0.96 and 0.04.
itemsB25.1,B25.2,B25.3, andB25.4, are in agreement. Cal- Thys the additional information contributed by the NPL re-
culation of their weighted meaRy yields y?=1.46 for v sult is limited.
=3, Rg=0.70, andQ(1.463)=0.69, whereQ(x?|v) is the In summary, we have identified a significant inconsistency
probability that an observed value qf for v degrees of between the two measurements I§f go(l0), items B23.1
freedom would exceegl® (see Appendix E The normalized  and B23.2; and three data that provide limited information:
residuals,riz[RK'i—IfiK]/u(RK'i), for the four values are the NIM value offr’)_go(lo), item B21.2; the NIM value of
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TasLE 14.B.1. Summary of principal input data for the determination of the 1998 recommended values of the fundamental ¢@nstadtS excepted

Item Relative standard

number Input datum Value uncertainty u, Identification Sec. and Eq.
B1 A/(*H) 1.007 825 032 1485) 3.5x10 10 AMDC-95 3.1.1
B2 A/ (’H) 2.014 101 777 9@86) 1.8x10°10 AMDC-95 311
B3 A,(°He) 3.016 029 309 786) 2.8x1071° AMDC-95 3.1.1
B4 A(*He) 4.002 603 24910 2.5x10710 AMDC-95 311
B5 6m,/m(*2Ct*) 0.000 274 365 185 §98) 2.1x107° UWash-95 3.1.3.43))
B6 m(*2C*")/4m, 2.977 783 715 2@2) 1.4x10°1° UWash-99 3.1.3.1439)
B7 a, 1.159 652 1883(42) 10 2 3.7x10°° UWash-87 3.3.1(68
B8 e 0.0(1.1)x 10" *? [0.98x10°°] theory App. B(B24)
B9 pe-(H)/ mp(H) — 658.210 7058(66) 1.0x10°8 MIT-72 3.3.3 (95
B10 1g(D)/ (D) —4.664 345 392(50% 10 * 1.1x10°8 MIT-84 3.3.4(100
B11 pe(H)/ ) — 658.215 9430(72) 1.1x1078 MIT-77 3.3.6.b (115
B12 il mp —0.761 786 1313(33) 4.3x10°° NPL-93 3.3.7(117
B13 sl iy —0.684 996 94(16) 2.4x1077 ILL-79 3.3.8. (122
B14 g 3.183 344217 5.3x10°7 SIN-82 3.3.9.9133
B15 (58 MHz) 627 994.7714) kHz 221077 LAMPF-82 3.3.9.b(145
B16 (72 MHz) 668 223 1667) Hz 8.6x10°8 LAMPF-99 3.3.9.¢(153
B17.1 Avyy 4 463 302.8816) kHz 3.6x10°8 LAMPF-82 3.3.9.b(144)
B17.2 Avyy 4463 302 7663) Hz 1.2x10°8 LAMPF-99 3.3.9.¢(152
B18 Smu 0.0(1.2)x 10" 1 kHz [2.7x1078] theory App. D(D13)
B19.1 R 0.003 707 21@7) 7.2x10°° CERN-79 3.3.10.4164)
B19.2 R 0.003 707 22(48) 1.3x10°° BNL-99 3.3.10.b(166)
B20 s, 0.0(6.4)x 10" 1° [5.5x10°7] theory App. C(C35
B21.1 I} _gil0) 2.67515405(30x1CF st T 1.1x1077 NIST-89 3.4.1.4183
B21.2 I} _gil0) 2.6751530(18x10Fs* T 6.6x10 7 NIM-95 3.4.1.b(197)
B22.1 T} gofhi) 2.6751525(43x10Fs* T 1.6x10 ¢ NIM-95 3.4.1.b(198
B22.2 T} gofhi) 2.6751518(27x10fs* T 1.0x10°¢ NPL-79 3.4.1.0205
B23.1 I_gi10) 2.03789537(37x1Fst T 1.8x1077 KR/VN-98 3.4.2.a(210
B23.2 I_g10) 2.03789729(72x1Fst T 3.5x10°7 VNIIM-89 3.4.2.b(214
B24.1 K, 483597.91(13) GHz V* 2.7x10°7 NML-89 3.5.1 (221)
B24.2 K, 483597.96(15) GHz V* 3.1x10°7 PTB-91 3.5.2(226)
B25.1 Ry 25812.808 31(62§) 2.4x1078 NIST-97 3.6.1(232
B25.2 Ry 25812.8071(1102 4.4x10°8 NML-97 3.6.2 (239
B25.3 Ry 25 812.8092(14%) 5.4x10°® NPL-88 3.6.3(237)
B25.4 Ry 25 812.8084(341) 1.3x10°7 NIM-95 3.6.4.(239
B26.1 K2R 6.036 7625(12x 10%J 1s ! 2.0x10°7 NPL-90 3.7.1(245
B26.2 K2R 6.036 761 85(53x 10°%J 157! 8.7x10° 8 NIST-98 3.7.2(248
B27 Foo 96 485.39(13) C mol* 1.3x10°¢ NIST-80 3.8.1(264
B28 Amead Aooo{ILL) 0.002 904 302 4G0) 1.7x1077 NIST-99 3.1.3.048)
B29 h/mpdood Wo4) 2 060.267 004(84) m¢ 4.1x1078 PTB-99 3.11.1(282
B30 1—dypg(W17)/dpp(ILL) —8(22)x107° [2.2x10°8] NIST-99 3.1.3.d51)
B31 1—dyyo(MO*4)/dyp(ILL) 86(27)x107° [2.7x10°8] NIST-99 3.1.3.052)
B32 1—dypq(SHL)/dop(ILL) 34(22)x107° [2.2x10°8] NIST-99 3.1.3.d53)
B33 1— dyp(N) /Ao W17) 7(17)x10°° [1.7x10°8] NIST-99 3.18(344
B34 oo W4.28) [ d oo WO4) — 1 —1(21)x107° [2.1x10°8] PTB-98 3.9(266)
B35 oo W17)/ dpo Wod) — 1 22(22)x107° [2.2x10°8] PTB-98 3.9(267
B36 dpp(MO*4)/dyp(W04) — 1 —103(28)x10°° [2.8x10°8] PTB-98 3.9(269
B37 oo SH1) /o Wo4) — 1 —23(21)x107° [2.1x10°8] PTB-98 3.9(269
B38 dazo/ Ao Wo4) — 1 15(11)x 10°° [1.1x10°8] PTB-99 3.9(270
B39 oo Wa.29) 192 015.56812) fm 6.2x10°8 PTB-81 3.9.1(272
B40 oo MO*4) 192 015.5506) fm 3.4x10°8 IMGC-94 3.9.2(273
B41 oo SH1) 192 015.58711) fm 5.6x10° 8 NRLM-97 3.9.3(274
B42.1 R 8.314 471(15) Jmol K1 1.8x10°¢ NIST-88 3.14.1(309
B42.2 R 8.314 504(70) J mol K1 8.4x10°° NPL-79 3.14.2(312
B43 A(Cu Kay)/dyo( w429 0.802 327 1124) 3.0x10°7 FSU/PTB-91 3.18(340
B44 A(W Kay)/dgad(N) 0.108 852 17608) 9.0x10°7 NIST-79 3.18(341)
B45 A(Mo Kay)/dpad(N) 0.369 406 0419) 5.3x10°7 NIST-73 3.18(342
B46 A(Cu Kay)/dopg(N) 0.802 328 0477) 9.6x10°7 NIST-73 3.18(343

®The values in brackets are relativedp,a,, ,Avy,, or 1, as appropriate.
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TasLE 14.B.2. Non-negligible correlation coefficientéx; , x;) of the input data related to the constaff,
andG excepted given in Table 14.B.1. For simplicity, the two items of data to which a particular correlation
coefficient corresponds are identified by their item numbers in Table 14.B.1.

r(B1, B2)=0.314 r(B29, B34)=0.258  r(B30, B33)=—0.375 r(B34, B37)=0.502
r(B1, B3)=0.009 r(B29, B35)=0.241  r(B31, B32)=0.421  r(B35, B36)=0.347
r(B2, B3)=0.028 r(B29, B36)=0.192  r(B31, B33)=0.125  r(B35, B37)=0.469
r(B15, B17.1)=0.227 r(B29, B37)=0.258  r(B32, B33)=0.153  r(B36, B37)=0.372
r(B16, B17.2)=0.195 r(B30, B31)=0.421  r(B34, B35)=0.469

r(B21.2, B22.1)=—0.014 r(B30, B32)=0.516  r(B34, B36)=0.372

Ry, item B25.4; and the NPL value @R, item B42.2. inferred values of the muon-electron mass ratig/m;.
These values of, /me, which are summarized in Table 9,
4.2. Comparison of Data of Different Types Sec. 3.3, are in agreement and have relative standard uncer-

tainties of 5.%10 7, 3.6x10 /, and 1. 10/, respec-
For the dat_a related to the Rydberg constant, the comparﬁvew' However, because the value of, /m, that can be
sons are mainly through inferred values Rf . However, i terred from the 1982 and 1999 LAMPF values &y,
SOME comparisons are possble through inferred values of the, ., g17 1 andB17.2, together with the theoretical expres-
bound-state rms charge radius of the propor of the sion for this splitting has a relative standard uncertainty of
deuteronR,. For the data not closely related to the Rydbergonly U~3x10 8 [see Eq.(161), Sec. 3.3.9.H the 1998
; . , . 3.3.9.

constant, the comparisons are mainly through inferred Valuet%commended value ah, /m, is principally determined by
n e
of & andh. the indirect value generated from itefd$7.1,B17.2, «, and
4.2.1. Rydberg Constant Data the theoretical expression.
Table 15 and Fig. 2 numerically and graphically compare

As mentioned in the first part of Sec. 4, becau_se of th significant portion of the data of Tables 14.B.1 and 14.B.2
complex nature of the Rydberg constant data, their secon Rrough inferred values af. (For simplicity, the figure com-

stage analysis is best dong usring a mr:“' Itiva;:a’:]e anlalysiE. res only data whose inferred valuesaohave a relative
gen(;e we p(;);tp?]ne (_:omlparlnglt e da:ltat rough the values Emdard uncertainty,<1x10 7.)

=+ Rp, andRy they imply until Sec. 4.3. Inspection of the table and figure shows that some of the
values ofa are not in good agreement, implying that some of
the data of Table 14.B.1 disagree. Most notable in this regard

Although the data of Tables 14.B.1 and 14.B.2 are comis the VNIIM value of I',_q((l0), item B23.2; its inferred
pared in this section by means of inferred valuesr@ndh, value of « is significantly larger than any other value and
we first recall that the SIN value qf, - /u,, item B14, the  exceeds the value ok with the smallest uncertainty, that
LAMPF value of »(58 MHz), item B15, and the LAMPF implied by the University of Washington measured value of
value of (72 MHz), item B16, can be compared through a., item B7, by over 3.5145 . Moreover, its uncertainty is

4.2.2. Other Data

TasLE 15. Comparison of the input data given in Tables 14.B.1 and 14.B.2 via inferred values of the fine-
structure constant in order of increasing standard uncertainty.

Primary Iltem Relative standard
source number Identification Sec. and Eq. at uncertaintyu,
a. B7 UWash-87 3.3.472) 137.035 999 5&2) 3.8x10°°
Rk B25.1  NIST-97 3.6.1(233 137.036 003[B3) 2.4x10°8
h/mpdooq(Wo4) B29 PTB-99 3.11.1(282
dyo(MO*4) B40 IMGC-94 3.11.1(285 137.036 010(B7) 2.7x10°8
doyg(SHY) B41 NRLM-97 3.11.1(286) 137.036 001@7) 3.4x10°8
oo W4.29) B39 PTB-81 3.11.1(284) 137.036 01161) 3.7x10°8
I'y_oi(10) B21.1  NIST-89 3.4.1.4193 137.035988(b1) 3.7x10°8
Rk B25.2  NML-97 3.6.2(236 137.035997®%1) 4.4x10°8
Rk B25.3  NPL-88 3.6.3(239 137.036 00833 5.4x10 8
It _oo(l0) B23.1  KR/VN-98 3.4.2.a(212 137.035 985@2) 6.0x10 8
Avyy B17.2  LAMPF-99 3.3.9.d(159 137.035 993@83) 6.0x10 8
It _oo(lo) B23.2  VNIIM-89 3.4.2.b(215 137.035 94216) 1.2x10°7
Rk B25.4  NIM-95 3.6.4.(240 137.036 00418) 1.3x10°7
Avyy B17.1  LAMPF-82 3.3.9.d(158 137.036 00Q20) 1.5x10°7
I'y_oi(10) B21.2  NIM-95 3.4.1.b(200 137.036 00630) 2.2x10°7
R B19.1 CERN-79 3.3.10.€169 137.035 1839) 7.2x10°°
R B19.2 BNL-99 3.3.10.¢170 137.0349198) 1.3x10°°
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F———®——— Ay, LAMPF-99

——
F—————— I}_,(lo) KR/VN-98 hfma
———e———| Ry NPL-88
Rg NML-97 F——o—

—e——— TI_,(lo) NIST-89

(L] a,
———e— d;;, PTB-81
dy NRLM-97 p——o——
; L Aty

—e— djy IMGC-94

Ry NIST-97 +—e—i{ —e— Iy
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] | ! | L ! L | ] | ) I ] I | ] | ]
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(™! —137.03) x 10° (a~! —137.03) x 10°

Fic. 2. Graphical comparison of the input data related to the constBnts  Fic. 3. Graphical comparison of the five values of the inverse fine-structure
andG exceptedl given in Tables 14.B.1 and 14.B.2 via inferred values of constanta™* given in Eqgs.(352 to (356), in order of increasing value
the fine-structure constantas summarized in Table 15, in order of increas- of & 1.

ing standard uncertainty.

is the muonium value of the fine-structure constant given in
Eq. (160, Sec. 3.3.9.da (ay) is the electron magnetic
moment anomaly valuethe first entry of Table 15
a”Y(Ry) is the weighted mean of the three values from the
NIST, NML, and NPL measurements &y (they are in

nearly 30 times larger, implying that its contribution to any
least-squares adjustment that includes this valuaoénd
the theoretical expression fa, will be negligible. This
statement applies as well to the NIM value Bf, item

B25.4, the NIM value ofI:p_,go(Io), item B21.2, and the agreement—see Sec. 4.1.2nd o~ Y(h/m,) is the h/m,

CERN and BNL values oR, itemsB19.1 andB19.2, be- 36 of given in Eq.(287), Sec. 3.11.1for the calculation

cause of their comparatively large uncertainties and the facéf this value,Q(4.64)=0.33, andd,,(SH1) has the largest
that they mainly determinea. However, the statement does normalized residualr =1.67]. These five values ot are

not apply to the LAMPF values akyy,, itemsB17.1 and compared graphically in Fig. 3.

817'2'_ because, as noted at. the beginn!ng of this section, Ignoring the small correlations between some of the val-
these itemsg, and the theoretical expression ftw,,, gen- ues, we find for their weighted mean

erate an indirect value oh, /me with an uncertainty signifi- 137 535999 72(50)3.6% 10~ °] with Rg=2.1 and

cantly smaller than any other value. Q(17.94)=0.0016. The normalized residuals of the five
The compatibility of the inferred values of of Table 15, values are—2.9, —0.6, —0.3, 1.2, and 2.7, withr~ (I

and hence of the input datz_i from which they were prmCip?"yresponsible for 48 % of? anda~1(h/m,) for 41 %. Clearly,
obtained, may be brought into sharper focus in the followingy o qata do not agree well. However, note that because the

way: We put aside the first of the last six values in the tab'%ncertainty ofa~Y(ay) is significantly smaller than that of

because of its severe disagreement with the other values, agﬂy of the other values, and because }(I) and
1 g

;’3.|SO thhe Iazt five Va.lges tl)_eT:auZ%_thelrIu_n;:ertamtms are sp- Y(h/m,) tend to counterbalance one another, the weighted
arge that they contribute little additional information, even mean exceeda1(a,) by less than 0.3 times the standard

though they agree among thgmselves and W'th_the other Olatﬁ‘ncertainty ofa~Y(ag), a shift that is not particularly signifi-
We then combine the_gemammg values to obtamorder of ., \we thus expect that even if all of the input data of
increasing value foer™") Table 14.B.1 are retained, the 1998 recommended value of
a }(Ty)=137.035987(43) [3.2x10° %] (352  will be determined mainly byr(a,).
. . Table 16 and Fig. 4 numerically and graphically compare
a” (Avy,)=137.035995¢79) [5.7X10°°] (353  py means of inferred values bfmany of the data of Tables
a~Y(ay)=137.035999562) [3.8x10°9] (354 14.B.1 and 14.B.2 that have not been compared in Table 15
and Fig. 2 through inferred values aef. Examination of
a” Y(Ry)=137.036 003®R7) [2.0x10 g] (355  Table 16 and Fig. 4 shows that the valuesadre in agree-
_ _ _ ment, implying that the seven input data from which they
a”'(h/m;)=137.036 008433) [2.4x10"°], (356 primarily are derived are consistent: the absolute value of the
wherea (I is the combined result from the NIST mea- differenceA between any two values df is less than the
surement oﬂ",;_go(lo) and the KRISS/VNIIM measurement standard uncertainty of their differeneg;;, and in most
of Il _go(l0), itemsB.21.1 andB.23.1 (the experiments are casesA is significantly less thangg . (To obtainh from K
similar and the two inferred values af agreg; a™ *(Avyy,) requires a value ofr and to obtairh from Fé,_go(hi) or Foq
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TaBLE 16. Comparison of the input data given in Tables 14.B.1 and 14.B.2 via inferred values of the Planck
constanth in order of increasing standard uncertainty.

Primary  Item

Relative standard

source number Identification  Sec. and Eq. h(Js uncertaintyu,
K2Ry B26.2 NIST-98 3.7.2(249 6.626 068 91(58x 10 3 8.7x10°8
K2R« B26.1 NPL-90 3.7.1(246) 6.626 0682(13x 10 2.0x10°7
K, B24.1 NML-89 3.5.1(223 6.626 0684(36% 10~ 5.4x10°7
K, B24.2 PTB-91 3.5.2(227 6.626 0670(42x 10 6.3x10°7
I gofhi)  B222 NPL-79 3.4.1.0206 6.626 0729(67x 10 1.0x10°8
Foo B27 NIST-80 3.8.1(265 6.626 0657(88x 1034 1.3x10°¢
I ofhi)  B221 NIM-95 3.4.1.b(202 6.626071(11x10 % 1.6x10°8

requires a value ofi®>. Although the above discussion indi-
cates that a number of values @fare available, the possible
variation of « is sufficiently small that its impact on the
agreement among the valuestofs inconsequential.

Because the uncertainties of the valueb @ifom the NIST
and NPL values oK %Ry, itemsB26.2 andB26.1, are rather
smaller than the uncertainties of the other values ofve
expect that the 1998 recommended valué afill be deter-
mined to a large extent by these two input data.

4.3. Multivariate Analysis of Data

Our third stage of data analysis proceeds in three step
First we analyze the Rydberg-constant data of Tables 14.A.
and 14.A.2, then the other data of Tables 14.B.1 and 14.B.

cause it is one of an overdetermined set of equations relating
the data to the adjusted constants. In particular, in an obser-
vational equation of the fornz=Z, the measured value
(left-hand sidg of a quantity does not in general equal the
adjusted valudright-hand sidg of that quantity. The best
estimate of a quantity is given by its observational equation
evaluated with the least-squares estimated values of the ad-
justed constants on which it depen@ee Appendix E

TaBLe 17.A.1. The 28 adjusted constanfgariables used in the least-
squares multivariate analysis of the Rydberg constant data given in Tables
14.A.1 and 14.A.2. These adjusted constants appear as arguments of the

Runctions on the right-hand side of the observational equations of Table

17.a2. [The notation for hydrogenic energy levég(nL;) and for additive
Porrectionsdy(nL;) in this table have the same meaning as the notations

and then all of the data together. In this analysis, the inpuEn. and &y in Appendix A, Sec. 13.

data are related to the adjusted constants by means of appro-

. . . . Adjusted constant Symbol
priate observational equations. In those equations, the sym-
bol = is used to indicate that an observed value of an input ~ Rydberg constant _ R.
datum of the particular type shown on the left-hand side js ~ Pound-state proton rms charge radius Rp
ideally given by the function of the adjusted constants on the ~ 2dditive correction (E(15,,) Ou(LSy2)
. . . . . additive correction tde(2S;,) Su(2Sy)
right-hand side. In general, an observational equation in a o .
least-squares adjustment does not express an equality, be- add!tfve Correcqon (En(35) Ou(352)
4 J p 4 Y additive correction td&Ey(4S,,,) Su(4S,))
additive correction t&,(6S;,) S4(6Sy)
5 6 7 3 9 10 additive correction td&y(8S,,) 61(8Sy)
' ' ' ! ' I ' I ' additive correction t&Ey,(2Py,) Su(2Py)
—_ . | I (hi)  NIM-9 additive correction t&Ey(4Py,) Su(4Py)
additive correction tdey(2P;),) SH(2P31)
' * — Fp NIST-80 additive correction tdey(4Ps) (4P
additive correction td(8D5)y) O4(8D3)p)
P———8——— I} ,(hi) NPL-79 additive correction tdE,(12D,,) 54(12Dy))
additive correction tdey(4Ds/,) S4(4Ds)p)
F——— K FPIBa additive correction tdE,(6Ds)y) S1(6Dsyp)
K, NML8S additive correction td(8Ds),) O4(8Ds)p)
additive correction tdey(12Ds,) S84(12Ds)y)
Fed KIRx NPIL-90 bound-state deuteron rms charge radius Ry
additive correction t&Ey(1S,,,) 5p(1S,))
lof KZRy NIST-98 additive correction tdEp(2S,,) 5p(2Sy)
| | l | . | I | additive correction t&Ey(4 S, NCED)
5 P e 3 9 10 additive correction t&E(8S;,) 0p(8Sy)
[h/(10~% T 5) — 6.6260] x 10° additive correction tdE,(8D5») S5p(8D3)p)
additive correction tdep(12Ds),) Sp(12D5)y)
Fic. 4. Graphical comparison of the input data related to the constRnts additive correction tdEp(4Ds,) 6p(4Dspp)
and G exceptedl given in Tables 14.B.1 and 14.B.2 via inferred values of additive correction td&E(8Ds;y) Sp(8Ds)0)
the Planck constartt as summarized in Table 16, in order of increasing additive correction tdp(12Ds),) 55(12Ds))

standard uncertainty.
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TaBLE 17.A.2. Observational equations that express the input data relaRditoTables 14.A.1 and 14.A.2 as functions of the adjusted constants in Table
17.A.1. The numbers in the first column correspond to the numbers in the first column of Table 14.A.1. The expressions for the energy levels of hydrogenic
atoms are discussed in Appendix A. As pointed out in Sec. 12 of that AppeBg(rL;)/h is in fact proportional t&R, and independent df, henceh is

not an adjusted constant in these equatipfise notation for hydrogenic energy leveéig(nL;) and for additive correctiongy(nL;) in this table have the

same meaning as the notatidﬁﬁj and 5§Lj in Appendix A, Sec. 13.See Sec. 4.3 for an explanation of the symiol

Type of input
datum Observational equation

Al-A6, A13, Al4 v(Nilgj, —Nolyp ) = [En(Naolyy,iRe  , Al(€),ALP), Ry, Su(Nalo),))
- EH(nlLljlle ravAr(e)vAr(p)va15H(nl|-1j1))]/h

AT-A12 vu(NgLgj, —Noly ) — %VH(n3L3j3_n4L4j4) = {Eu(nalyjiRe @, Al€),AUP), Ry, Sn(Nsl ;)
- EH(nlLul?Rx ravAr(e)vAr(p)er15H(n1|—1j1))
— [En(NaLaj,iRe . ALE) A(P). Ry, 8u(Nulyy )
- EH(”3L313§Roc va,A(e), Al P),pr5H(n3L3j3))]}/h
Al15 Ry=Rp
A16-A20 vp(Nibyj, —Nolyy) = [Ep(Nalyj,iRe  , Al(€),Al(d), Ry, 6p(Nsl ;)
—Ep(nilyj iRs, e, Ale),Al(d), Ry, 6p(nyly )]/

1 .
A21-A22 vp(Nalaj, —Nolaj) = 7 vp(Nalsj,—Ngblaj,) = {Ep(Naly) i Ra  a, Al€),A(d), Ry, op(Naly),))
—Ep(NiLy iR @ A(8).A(d). Ry, Sp(niLyy))

- %[ED(n4L4j4;Rm va,Al8),Ald), Ry, 5p(Nalaj,))
- ED(”3L313§Roc ya,A(€),A(d),Ry Y5D(n3L3j3))]}/h
A23 Ry = Ry
A24 vp(1812=28y0) = v(1S,= 2Sy) = {Ep(2Sy2;Ree @, Al(€),A(d), Ry, 6p(2Sy0))
—Ep(1S2;Rx @, Al€),Ald), Ry, p(1S1)
—[En(2Sy2;R ., Al(€), Al(p), Ry, 01(2Sy0))

~En(1S2:R.,a,Al€), AlP), Ry, 1(1S;2)]}/h
A25-A40 u(nLy) = 84(nL))

A41-A49 dp(nLj) = &p(nLy)

4.3.1. Rydberg Constant Data A.(d) employed, we temporarily take for these quantities

. . . their 1998 recommended values with no uncertainties.
Iat;;k;\eclggfjitc;jezir;[g ?r: -_II:ZE:(; ijz‘; ;?ge(::zrrn\i,\rqg(‘j tg eléacr?r:ﬁ' Our multivariate analysis of the Rydberg-constant data of
o y y gTables 14.A.1 and 14.A.2 has involved many individual

out various fits or adjustments based on the method of least ¢ diustments: th its of th tinf i
squares as summarized in Appendix E. These 50 input da ast-squares adjusiments, the resufts ot tne most informative
these are summarized in Table 18. Since the key adjusted

are of 49 different types and can be expressed in terms of 28 the . ) )
adjusted constants. It is these variables that are the “unphyswal constants in the observational equations used"to
knowns” of the adjustment and for which best estimated@n@lyze the data aie,. and the bound-state rms charge radii
values in the least-squares sense are obtained. The 28 4t @NdRq, we include in that table the values of these quan-
justed constants are given in Table 17.A.1, and the observalli€S resulting from each adjustment. We discuss in turn
tional equations that relate the 49 different types of input@ch of the six adjustments listed in the table.
data to the adjusted constants are given in Table 17.A.2.  Adjustment 1This adjustment involves all 50 input data
The following comments apply to the observational equa-Of Table 14.A.1, together with the correlation coefficients of
tions given in Table 17.A.2 and our use of them in this Table 14.A.2, expressed in terms of the 28 adjusted constants
section. of Table 17.A.1 by means of the 49 different observational
(i) The first argument in the expression for the energy of quations of Table 17.A.2; the degrees of freedom for this
level does not denote an adjusted constant, but indicates ttagljustment isy=22.
state under consideration. Since this adjustment includes all of the data related.to
(i) Because in this section we are interested only in theand the Birge ratio i93=0.76 with Q(12.722)=0.94, the
internal consistency of the data that pertainRp, and be- data are shown to be consistent. Further, no normalized re-
cause the results of our least-squares analysis of those dat@lualr; exceeds 1.5. However, the normalized residual of
depend only weakly on the values af A(e), A(p), and each 6x(nS;), n=1,2,3,4,6,8, is in the narrow range
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TaBLE 18. Summary of the results of some of the least-squares adjustments used to analyze the input data
related toR., given in Tables 14.A.1 and 14.A.2. The valuesRf, R,, andRy are those obtained in the
indicated adjustment\ is the number of input data/ is the number of adjusted constanis; N—M is the

degrees of freedonRg = \/x?/ v is the Birge ratio, an@(x?|») is the probability that the observed valuegf

for v degrees of freedom would have exceeded that observed value.

Ad. N M v x* Rg QLA R../m™t u(R..) R,/fm Rgy/fm
1 50 28 22 127 076 0.94 10973731.568@1 7.3x10 '? 0.85910) 2.133142
2 48 28 20 104 0.72 096 10973731.568B® 7.5x10 % 0.90732 2.15314)
3 31 18 13 74 075 0.88 10973731.5686EH 8.7X10 ‘% 0.90833)

4 16 11 5 21 065 084 10973731.5683@ 2.7x10° % 2.13328)
5 36 28 8 48 078 078 10973731.568E9 1.5x10 ! 0.91035 2.15415)
6 39 25 14 85 078 086 10973731.568BB 9.2x10 '? 0.90335 2.15116)

—1.410<r;<—1.406, which shows a systematic deviation Adjustments 5 and.6The aim of these adjustments is to
between theory and experiment corresponding tori384z  check the consistency of the MPQ and the LKB-LKB/LPTF
for nS;, states. The most likely sources for this differencedata. Hence the MPQ datadjustment 5and the LKB and
are a deviation of the value of the proton charge radiud KB/LPTF data (adjustment § are considered separately,
and/or the deuteron charge radius predicted by the spectragain withR, andRy omitted. In both adjustments, the Yale,
scopic data from the values deduced from scattering experHarvard, and Sussex data, itel$l, A12, A13, A14.1, and
ments, an uncalculated contribution to the energy levels frond\14.2, are included.
the two-photon QED correction that exceeds the estimated We see that the adjusted values Rf agree, as do the
uncertainty for this term, or a combination of these. Al-adjusted values dR, andRy.
though the normalized residuals of the input dataRgrand Based on the above analysis, we conclude that the pre-
R4 in this adjustment are-0.34 and—0.35, respectively, ferred way of treating the Rydberg-constant data is adjust-
these small values are a result of the small uncertainties ahent 2. The reason is that by omitting as input data the
the input data compared to the uncertainties associated witralues ofR,, and Ry obtained from electron-scattering data
the spectroscopic predictions. and allowing their values to be determined entirely by the
Adjustment 2This adjustment is the same as adjustment 1spectroscopic data, we eliminate the systematic difference
except that the input data for the charge rdgjji item A15,  between theory and experiment observed in adjustment 1,
andRy, item A23, are omitted. Thus the transition frequen- whatever its source. Although doing so increases the uncer-
cies alone determine the adjusted values of these constant&inty in the deduced value of the Rydberg constant, the in-
If the proton and deuteron charge radii are allowed to varycrease is very small and the resulting value of the Rydberg
freely, they take on values that eliminate the systematic deconstant has the advantage of being based on a consistent set
viation seen in adjustment 1 regardless of its source. In facgf data. For all of the adjustments with the input dataRgr
the absolute value of the normalized residuals of all of theand Ry omitted, the values for these quantities predicted by
&'s in this adjustment are less than 0.04, andrf8y,, states, the spectroscopic data are in agreement with each other and
0.0001 or less. The difference between the deduced values dfffer (particularly for the protopfrom the input values de-
the Rydberg constant from this adjustment and adjustment duced from electron-scattering experiments. However, since
is about: u,(R..), while the uncertainty itself is increased by the difference between the spectroscopic and the scattering
less than 3%. This value d®,, is preferable to the value values for the two radii corresponds to a change of only 1.4
from adjustment 1, because the adjustment from which it igsimes the uncertainty ofx(nS,;), one cannot make a con-
obtained provides significantly better consistency betweeglusive statement about the implications of the difference.
theory and experiment, while its uncertainty is not signifi-
cantly larger.
Adjustments 3 and.4ere the hydrogen datadjustment
3) and deuterium datgadjustment % are considered sepa- 4.3.2. Other Data
rately in order to investigate the consistency of the H and D
data. For the reasons given in the discussion of adjustment 2, As we did in the previous section for the Rydberg-constant
the input datum forR, is not included in adjustment 3 and data, we examine here the input data related to the constants
the input datum forRy is not included in adjustment 4. In (R., andG excepted of Table 14.B.1, together with the cor-
either case the measurement of the H-D isotope shift, iterrelation coefficients in Table 14.B.2, by means of a multi-
A24, is also omitted. variate analysis based on the method of least squares as sum-
We see from Table 18 that the valuesRof resulting from  marized in Appendix E. These 57 input data are of 46
these two adjustments agree, although the uncertain®,.of different types and can be expressed in terms of the 29 ad-
from adjustment 4(deuterium is about three times larger justed constants given in Table 19.B.1. The observational
than the uncertainty from adjustmen{t3ydrogen. equations that relate the 46 different types of input data to
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the adjusted constants are given in Table 19.B.2. The followTABLE 19.B.1. The 29 adjusted constarttgariables used in the least-

ing comments app|y to these equations and our use of thegjuares multivariate analysis of the input data given in Tables 14.B.1 and
in this section 14.B.2. These adjusted constants appear as arguments of the functions on

. . . . _ the right-hand side of the observational equations of Table 19.B.2.
(i) The last column of the table gives the section in which

the basis of the observational equation in question is dis- Adjusted constant Symbol
cussed(Equations of the fornrz=2Z are self explanatory and clectron relative atomic mass A(e)
no section is indicategl. proton relative atomic mass Alp)

(ii) The various ratios of binding energi&s,(X) to the neutron relative atomic mass Al(n)
energy equivalent of the atomic mass constapt? in the deuteron relative atomic mass A(d)
observational equations for input data of tyP# to B6 are helion relative atomic mass Ad)
taken as exadsee Sec. 3.1)2 szehztfuegttﬁf ésﬁl\;itatomlc mass 'i‘r(o‘)

(iii) The bound-state correctiorgy-(H)/ge, 9p(H)/gp, correction toag(th) e
0e-(D)/ge, andgy(D)/gq in the observational equations for  electron-proton magnetic moment ratio e g
input data of typeB9 to B11 are taken as exact; and simi-  deuteron-electron magnetic moment ratio  uq/pte-
larly, the bound state correctiong,(Mu)/g.- and electron to shielded proton

f . . . . magnetic moment ratio Me //_L")
g,+(Mu)/g,- in the observational equations for input data of  gpieided helion to shielded proton
type B15 andB16, but which are not explicitly shown, are magnetic moment ratio il i
taken as exadfsee Sec. 3.3.2.Note also that in the obser- neutron to shielded proton
vational equation for these two input data, the exact proton ~ magnetic moment ratio Ml 1y
NMR reference frequenc, is not an adjusted constant but ggﬁf;g?ort’o?ym?fhs) ratio ’;e/ M
is included in the equation to indicate that it is a function of .o tion toa“(“{';) 5“””
fp- Planck constant hu

(iv) The theoretical expression for the electron magnetic molar gas constant R
moment anomaly, in terms ofa and &, is given in Appen- copper Ky x unit XU(Cu Keyy)
dix B, Eq. (B23); and that for the muon magnetic moment ~ Molybdenum ke, x unit X;(Mo Koy)
anomalya, in terms ofa andd,, is given in Appendix C, Eq. i?osgfog z:;;tal ILL AypILL)
(C34. dyz0 of Si crystal N dangN)

(v) The theoretical expressions fag and/ora,, are part of d,0 O Si crystal WASO 17 dodW17)
the observational equations for input data of typ®4 to day Of Si crystal WASO 04 da20(W04)
B17,B19, andB21 toB23, but are not explicitly shown inthe ~ dze0 0f Si crystal WASO 4.2a daad W4.29
equations forB15 to B17, since for simplicity the observa- ~ Uz00f Si ciystal MO 4 dzadMO*4)
. . . dyy Of Si crystal SH1 dooo(SHY)
tional equations for input data of typ&l5 to B17 are not Ay Of an ideal Si crystal Ao

written as explicit functions of the adjusted constants.

(vi) The observational equation for iterBd5 andB16 is
based on Eqs(134), (142, and (143 of Sec. 3.3.9, and
includes the functionag(«, 5. anda,(«,d,), as wellasthe  Adjustment 1 This adjustment involves al=57 input
theoretical expression for input data of tyB&7, Avy,,. The  data of Tables 14.B.1 and 14.B.2, expressed in terms of the
latter expression is discussed in Appendix D and is a funcm =29 adjusted constants of Table 19.B.1 through the 46
tion of R, a, mg/m,, a,(a,6,), anddy,. different observational equations of Table 19.B.2; the de-

(vii) In analogy with the analysis of the Rydberg-constantgrees of freedom for this adjustmentiiss N—M = 28.
data, in this section we are interested only in the internal As anticipated from the analyses of Secs. 4.1.2 and 4.2.2,
consistency of the other data. Because the results of ouhe value ofy? for this adjustment is significantly larger than
least-squares analysis of these data depend only weakly an Also as anticipated, the principal contributor to the unac-
the value ofR.. employed, we temporarily take the 1998 ceptably large value of? is itemB23.2, the VNIIM value of
recommended value for it with no uncertainty. I, _oo(l0). Its normalized residual is=3.6 and it is respon-

As for our multivariate analysis of the Rydberg-constantsible for 31 % ofy?. However, its self-sensitivity coefficient
data, our multivariate analysis of the data of Tables 14.B.1S; is only 0.20 %.(S. is a measure of how the least-squares
and 14.B.2 has involved many individual least-squares adestimated value of a given type of input datum depends on a
justments. The data used in some of the more informative gparticular measured value of that type of datum; see Appen-
these adjustments are summarized in Table 20 by indicatindix E.) This value ofS; confirms the limited potential of this
the items of data omitted, and the results of the adjustmentsatum for contributing to the 1998 adjustment that was iden-
themselves are summarized in Table 21. Since the key quatified in Sec. 4.2.2.
tities in determining a large number of the 1998 recom- Adjustment 2 When the VNIIM value ofI}_gy(l0) is
mended values of the constants ar@nd h, the values of eliminated, one obtains a quite acceptable valug®ofThe
these quantities resulting from each adjustment are the focuhree input data with the largest normalized residuals are
of the analysis and are given in the table. We discuss each dfien the NIST value ofr’,,go(lo), item B21.1, withr=2.3;
the nine adjustments in turn. the PTB value of h/mds(wo4), item B29, with
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TaBLE 19.B.2. Observational equations that express the input data in Tables 14.B.1 and 14.B.2 as functions of
the adjusted constants in Table 19.B.1. The numbers in the first column correspond to the numbers in the first
column of Table 14.B.1. For simplicity, the lengthier functions are not explicitly given. See Sec. 4.3 for an
explanation of the symback.

Type of input

datum Observational equation Sec.
B1 A(*H) = A(p)+A(e) — Ey(*H)/m,c? 3.1.3b
B2 A(?H) = A(d)+A/(e) — Ey(?H)/m,c? 3.1.3b
B3 A(PHe) = A,(h)+2A[(e) — Ey(°He)/m,c? 3.1.3.b
B4 A(*He) = A(a)+2A,(e)— Ey(*He)/m,c? 3.1.3.b
B5 om. | 6A(®) 313a

m(2C5) 12— 6A(e)+ Eq( 2C)/myc?
m(*2c*") . 12— 4A(e) +[ Ey(*2C) — Ey(*3C*) J/m,c?

B6 3.1.3b
4m, 4A(p)
B7 8. = ada,de) App. B
B8 S = e
H H) (gg(H)| *
B9 He( )ige( )(gp( )) /L_e 333
,le(H) e 9p Mp
-1
B10 #a(D) - gu4(D) (ge’(D)) Hd 334
e (D) 9 Je Me-
“(H (H) wa
B11 Me (, ) - ge (H) /Lel 3.36.b
:u'p ge’ :u’p
B12 LN
Mo Hp
B13 M_?i M_r:
Mo Hp
+ 1+a,(a,8,) M -
B14 ot _ﬂ_e’“_e 3.3.9.a
Mp l+ada,d) m, up
m -
B15,B16 ufy) = v(fp;Rx ,a,—e,“—e,ae,(sw&m) 3.3.9b
m,  ip
me
B17 Aoty = Ay Re v, =8, S App. D
"
B18 My = Smu
_ 8 -
B19 2. _ (@b Mepe 3.3.10.a
1+ada,d9) M, up
B20 5, = 5,
-1
KJ—QORK—Bd:1+ae(av5e)]“3(/Le’)
B21 I gflo) = — — 34.1la
p 90( ) ZMORw By
) C[1+ae(a.5e)]a2(ﬂef)fl
B22 [ _gghi) = — ———=—re” [ Te 3.4.1b
p-90 Kj-e0Rk-g0R=h Mp
Kj—ooRk_od 1+ 8e( @, 8010 [ pe-\ ~t
B23 I} oflo) = 1-90Rk—ed. @, 80 ]a (M_e,) M_I: 342a
ZMORx /U’p /u’p
1/2
B24 K,= (8_“) 351
HoCh
B25 = HaC 3.6
2a
B26 2 L4 3.7
KJRK = H .
2
B27 Fope MA@ 38
Kj-00Rk-goR=h
A 2A((€ A(n)+A
B28 meas . ¢« (€) () rZ(P) ; 3.13.c
dooditL)  RudapditL) [Ad(n)+A(p)]*—Af(d)
h cA(e)a?
B29 ' AQ)er 3111

m,dyod W04) - 2R, A;(n)dyyq Wo4)
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TaBLE 19.B.2. Observational equations that express the input data in Tables 14.B.1 and 14.B.2 as functions of
the adjusted constants in Table 19.B.1. The numbers in the first column correspond to the numbers in the first
column of Table 14.B.1. For simplicity, the lengthier functions are not explicitly given. See Sec. 4.3 for an
explanation of the symbok—Continued.

Type of input

datum Observational equation Sec.
B30-B33 _ Ood(Y) =1 dood Y)
daad(X) daad(X)
B34_B37 aod(X) g daad(X) _
d2od(Y) d2od Y)
B38 220 g da20 _
dyog(W04) dyog Wo4)
B39-B41 oo X) = daadX)
B42 R=R
B43,B46 A(Cu Kay) . 1537.400 x(Cu Ka) 318
daad(X) d2ad(X)
B4 AW Kay) N 0.2090100 A 3.18
daad(N) dood(N)
B45 A(Mo Kay) N 707.831 xiMo Kay) 318
d22o(N) daad(N)

r=-—2.0; and the KRISS/VNIIM value of | _g(lo), item  gether produce an indirect value bfm,d,,(wo4) with a
B23.1, withr = 1.8. The self-sensitivity coefficien®, of the ~ comparatively small uncertainty.

three input data are 1.9 %, 38 %, and 0.78 %. The compara- Adjustment 3This adjustment demonstrates formally that
tively large normalized residuals are no surprise in view ofthe VNIIM value of I, _q4(l0) is not incompatible just with
the discussion of Sec. 4.2.2. The fact tBafor itemB29 is  a.. As shown in Sec. 4.2.2, provides a value ofr with an
only 38 % can be understood by recognizing that the adjustedncertainty that is significantly smaller than that of any other
value of « and the mean of the three valuesdb(X) to-  value. To eliminatex(ag), we increase the standard uncer-

TasLE 20. Summary of the input data given in Tables 14.B.1 and 14.B.2 that are omitted from one or more of
the adjustments 1 to 9 summarized in Table 21 and discussed in thédmission is indicated b, inclusion

by @.)
Adjustment number

Iltem

number Symbol Identification 1 2 3 4 5 6 7 8 9
B8 Oe theory [ J [ J O O [ J [ J [ J [ J [ J
B14 My SIN-82 [ [ [ [ ] [ ] [ [ @) (@)
B19.1 R CERN-79 [ [ [ ] [ ] [ ] [ [ ] @) @)
B19.2 R BNL-99 [ [ [ ] [ ] [ ] [ [ ] (@) @)
B21.1 I, _go(l0) NIST-89 [ [ [ ] [ ] @) [ (@) [ J @)
B21.2 Ih_oo(10) NIM-95 [ [ [ ] [ ] @) [ (@) @) @)
B22.1 Ty_go(hi) NIM-95 [ [ [ ] [ ] [ ] [ [ ] (@) @)
B22.2 Ip_go(hi) NPL-79 [ [ [ ] [ ] [ ] [ [ (@) @)
B23.1 It _go(l0) KR/VN-98 [ [ [ ] (] @) [ (@) @) @)
B23.2 It _oo(l0) VNIIM-89 [ (@) (] @) @) @) (@) @) @)
B24.2 K; PTB-91 [ J [ J [ J [ J ([ J [ J [ J [ J O
B25.2 Rk NML-97 [ J [ J [ J [ J ([ J [ J [ J O O
B25.3 Rk NPL-88 [ [ [ ] [ J [ ] [ [ ] (@) @)
B25.4 Ry NIM-95 [ J [ J [ J [ J [ J [ J [ J O O
B26.1 K2Ry NPL-90 ° ° ° @) ) ° ) ) )
B26.2 K2Ry NIST-98 ° ° ° @) ) o ° ) )
B27 Fao NIST-80 [ [ J [ ] [ J [ ] [ [ ] (@) ©)
B39 oo W4.29) PTB-81 [ [ [ [ ] [ ] O (@) [ ] [ J
B40 dyo(MO*4) IMGC-94 [ [ [ ] (] (] @) (@) (] [ ]
B41 dooo SHL) NRLM-97 [ [ (] () (] O (@) (] ()
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TaBLE 21. Summary of the results of some of the least-squares adjustments used to analyze the input data given in Tables 14.B.1 and 14.B.2. The values of
a andh are those obtained in the indicated adjustmdhis the number of input datayl is the number of adjusted constanis;s N—M is the degrees of

freedom,Rg=/x%/ v is the Birge ratio, andQ(x?|v) is the probability that the observed value yf for v degrees of freedom would have exceeded that
observed value.

Adj. N M v X Rs Qx| v) a™t ula™) h/(Js) u,(h)
1 57 29 28 41.4 1.2 0.05 137.035 99968 3.6x10°° 6.626 068 78(52x 10~ 7.8x1078
2 56 29 27 28.7 1.0 0.38 137.035 99950 3.6X10°° 6.626 068 78(52x 10 7.8x10°8
3 57 29 28 40.9 1.2 0.05 137.036 0008 1.3x10°%  6.626 068 78(52x 10 % 7.8x10°8
4 54 29 25 27.4 1.0 0.34 137.036 0018 1.3x10°%  6.626 0684(24x 10 ** 3.6x1077
5 53 29 24 20.0 0.9 0.70 137.035 99950 3.7x10°° 6.626 068 78(52x 10~ 7.8x10°8
6 53 29 24 17.5 0.9 0.83 137.035 99950 3.7x10°° 6.626 068 78(52x 103 7.8x1078
7 50 29 21 9.1 0.7 0.99 137.035 99969 3.7x10°° 6.626 068 78(52x 10 3 7.8x10 8
8 45 29 16 21.8 1.2 0.15 137.035 99956) 3.7x10°° 6.626 068 76(52x 10~ 7.8x1078
9 43 29 14 16.1 1.1 0.30 137.035 99988 3.7X10°° 6.626 068 79(52x 10 3 7.9x10°8

tainty u(d,) of 8, by the multiplicative factor 10 (This is  constant that also fall into the latter category based on ad-
what an open circle means in the row correspondingetm  justment 1 of Sec. 4.3.1: itenA8, A9, A21, andA22)
Table 20) In this case the normalized residual of the VNIIM  As expected, the changes in the valuesraindh and in
value is 3.6; it is responsible for 32% qf, and its self- their uncertainties are inconsequential; the absolute value of
sensitivity coefficient is 1.3 %. Because of the obvious sethe change inx between adjustments 2 and 8 is about 1/18
vere disagreement of this input datum with the other data antimes the standard uncertainty @fand the absolute value of
negligible contribution to any reasonable adjustment, weghe change irh is about 1/26 times the standard uncertainty
omit it from all other adjustments without comment. of h.

Adjustment 4To examine the robustness of the values of Adjustment 9Here we extend the concept of adjustment 8
a andh, we eliminate those input data that contribute mostby eliminating all input data that in adjustment 1 have values
significantly to their determination. Based on the discussionsf S;<2 %. Because this cutoff fo, now eliminates the
of Secs. 4.1.2 and 4.2.2, these aff@,) for « and the NIST  NIST value ofl"r’,,go(lo), item B21.1, which in adjustment 8
and NPL values oKﬁRK, itemsB26.1 andB26.2, forh. We  provides a higher value af that counterbalances the lower
see that the value af of adjustment 2 differs from the value values ofa from Ry andh/m,d,,wo4) , the absolute value
of « of adjustment 4 by 1.0 times the uncertainty @fof  of the change inx is larger than that between adjustments 2
adjustment 4, and the latter uncertainty is 3.6 times the unand 8. Nevertheless, the absolute value of the change in
certainty of @ of adjustment 2. Foh, the corresponding between adjustments 2 and 9 is still only about 1/3.4 times

numbers are 0.18 and 4.6. the standard uncertainty af On the other hand, the absolute
We conclude that the values aefandh are in fact fairly  value of the change im is smaller; it is only about 1/75
robust. times the standard uncertainty lof

Adjustments 5, 6, and. 7The first of these adjustments In summary, we have identified and eliminated one sig-
shows the effect of deleting all three remaining low-field nificantly discrepant input datum, itef823.2, the VNIIM
gyromagnetic ratio results, especially the NIST value ofvalue ofl}_g4(l0), and have demonstrated the robustness of
F,;_go(lo), item B21.1, and the KRISS/VNIIM value of the adjusted values af andh.

I} _go(l0), item B23.1; the second shows the effect of delet- Based on the analysis and discussion of the other data as
ing the PTB, IMCG, and NRLM values dafl,5(X), items  given here and in Secs. 4.1.2 and 4.2.2, we conclude that
B39, B40, andB41; and the third shows the effect of deleting adjustment 8 as summarized in Tables 20 and 21 is the pre-
all six of these input data. The adjustments reflect the resultferred way of treating these data. To reiterate, 45 of the 57
that would have been obtained in Sec. 4.2.2 if the weightedhput data of Tables 14.B.1 and 14.B.2 are used in the ad-
mean of the five values af had been computed witl(I's;)  justment, its 29 adjusted constants are as given in Table
deleted, then witha(h/m,,) deleted, and finally with both 19.B.1,Rg=1.17, andQ(21.§16)=0.15. Each input datum
deleted. comes from an experiment that provides data with a self-

Adjustment 8 A considerable number of input data con- sensitivity coefficient ofS.>1 %. We choose this adjust-
tribute only marginally to the determination of the values of ment, rather than adjustment 2 or 9 of Table 21, because the
the adjusted constants as measured by their valu& of  data of truly marginal significance have been eliminated
adjustment 1. In adjustment 8, we omit those input data tharom it, but those data of slightly greater significance and
have values o5,<1 % unless they are a subset of the datawhich have some impact on the adjusted valuexcdre re-
of an experiment that provides input data w1 %. The tained. We choose not to expand the uncertainties initially
only input datum considered in this section that falls in theassigned the input data that determine the value ioforder
latter category is the 1982 LAMPF value @58 MHz), to reflect the lack of agreement of some of these data, be-
item B15. (There are four input data related to the Rydbergcause the data principally involved in the disagreements have
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TaBLE 22. Summary of the results of some of the least-squares adjustments used to analyze all of the input data given in Tables 14.A.1, 14.A.2, 14.B.1, and
14.B.2. The values oR.., a, andh are those obtained in the indicated adjustmahts the number of input datdyl is the number of adjusted constants,

v=N—M is the degrees of freedorRg= \/x?/v is the Birge ratio, andQ(x?| ) is the probability that the observed value ¢t for v degrees of freedom
would have exceeded that observed value.

Ad;. N M v e Rg Qx4 v) R, /m™t at h/(Js)
1 93 57 36 322 0.95 0.65 10 973 731.568 @& 137.035 999 7&0) 6.626 068 76(52x 10 %
2 107 57 50 54.1 1.04 0.32 10 973 731.568(841 137.035 999 6(50) 6.626 068 78(52x 10 3*
3 106 57 49 41.4 0.92 0.77 10973731.568(41  137.035 999 73(50) 6.626 068 78(52).0 >

such magnitudes and uncertainties that their effect on thg,,(mo*4), item B40 with r=—1.48; and the 1981 PTB
value ofa is small. More to the point, we see little justifica- value of d,,(w4.29, item B39 with r=—1.48. All other
tion for expanding the uncertainties initially assigned theinput data havér|<1.2.
data that determine the adjusted valueapfwhich includes Some of the results of this adjustment, denoted as adjust-
ag(exp) andd, and which would lead to an increased uncer-ment 1, are summarized in Table 22. A comparison of the
tainty of the adjusted value, because of disagreements ifalues ofR.., a, andh that follow from it to the correspond-
volving data that contribute only in a marginal way to thating values of the preferred independent adjustments of the
value. data shows the weak dependence of the data in each category
It should also be recognized that deleting input data withon the data in the other category. For comparison purposes,
values ofS.<1 % is consistent with the criterion used in the we also summarize in Table 22 the results from two other
initial data selection process, namely, that each input daturadjustments based on the combined data. Adjustment 2 uses
considered for the 1998 adjustment had to have a weight thafl| of the data, including itenB23.2, the inconsistent 1989
was nontrivial in comparison with the weight of other di- VNIIM value of I',_q(l0); and adjustment 3 uses all of the
rectly measured values of the same quantity; see Sec. 1.4.data except this item. Clearly, there are no surprises in the
results.

4.3.3. All Data 4.4. Final Selection of Data and Least-Squares

. o ) Adjustment
Here we summarize the multivariate analysis of all of the

input data given in Tables 14.A.1, 14.A.2, 14.B.1, and Based on the data analysis and discussion of the previous
14.B.2 together. In fact, there is little to discuss that has nosections, we choose adjustment 1 as summarized in Table 22
already been covered in the previous two sections, in whiclef the previous section to obtain the 1998 recommended val-
we have summarized the independent multivariate analysiges of the constants. In this adjustment, 93 of the 107 items
of the two categories of data. Because the data in these twaf data given in Tables 14.A.1 and 14.B.1, together with
categories—Rydberg constant and other—are only weakl$heir correlation coefficients given in Tables 14.A.2 and
coupled, the preferred adjustment for the data in each caft4.B.2, are used as input data. The adjustment has degrees of
egory, adjustment 2 of Table 18 and adjustment 8 of Tabléreedom »=36, x?>=32.2, Rg=0.95, and Q(32.436)
21, can be combined to yield the preferred adjustment for ali=0.65, and the 57 adjusted constants employed are those
of the data together. given in Tables 17.A.1 and 19.B.1. Each input datum comes
In summary, the preferred adjustment uses as input dat@om an experiment that provides data with a self-sensitivity
all of the data related tdR,. given in Tables 14.A.1 and coefficient S, >1 %. The values of the constants deduced
14.A.2 except the values &, andRy, itemsAl5 andA23;  from adjustment 1 are given in the following section.
and all of the data related to the constatis, and G ex-
cepted given in Tables 14.B.1 and 14.B.2 except the 19825. The 1998 CODATA Recommended

SIN value ofu,+/up, item B14; the 1979 CERN and 1999 Values
Brookhaven values oR, itemsB19.1 andB19.2; the 1995
NIM values of I')_g(l0) and I'},_qo(hi), items B21.2 and As indicated in Sec. 4.4, the 1998 recommended values of

B22.1; the 1979 NPL value aF,_g,(hi), item B22.2; the the constants are based on least-squares adjustment 1 of
1998 KRISS-VNIIM and 1989 VNIIM values of}_g(l0),  Table 22. The direct result of this adjustment is best esti-
itemsB23.1 andB23.2; the 1997 NML, 1988 NPL, and 1995 mated values in the least-squares sense of the 57 adjusted
NIM values of Ry, itemsB25.2,B25.3, andB25.4; and the constants given in Tables 17.A.1 and 19.B.1 together with
NIST value of Fy, itemB27. The input data with the largest their variances and covariances. All of the 1998 recom-
residuals, and hence those that make the dominant contribmended values and their uncertainties are obtained from
tions to xy?, are the 1989 NIST value oﬂ),go(lo), item these 57 constants and, as appropriéitethose constants
B21.1 withr=2.33; the 1999 PTB value d¢f/m,d,,(W04),  that have defined values such@snd ug; (i) the value of

item B29 with r=-1.97; the 1994 IMGC value of G adopted in Sec 3.17; an@ii) values ofm,, Gg, and
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TABLE 23. An abbreviated list of the CODATA recommended values of the fundamental constants of physics
and chemistry based on the 1998 adjustment.

Relative std.
Quantity Symbol Numerical value Unit uncert.u;,
speed of light in vacuum C,Co 299792 458 mst (exac)
magnetic constant o 4mwx 1077 NA?2
=12.566370614..xX10°7 NA™2 (exac)
electric constant }oc? € 8.854187817..x10 %2 Fm? (exac)
Newtonian constant
of gravitation G 6.673(10)x 10" * mkgls? 1.5x1078
Planck constant h 6.626 068 76(52x 10 3 Js 7.8<10°8
h/2w f 1.054 571 596(82% 103 Js 7.8<10°8
elementary charge e 1.602 176 462(63% 10~ *° C 3.9x10°8
magnetic flux quanturh/2e b, 2.067833636(81X10°° Wb 3.9x10°8
conductance quantume®/h Go 7.748 091 696(28%10°° S 3.7x10°°
electron mass me 9.109 381 88(72x 10 ** kg 7.9¢10°8
proton mass m, 1.672 621 58(13x 10~ %" kg 7.9x10°8
proton-electron mass ratio m,/m,  1836.152 667&9) 2.1x107°
fine-structure constar/4mehic o 7.297 352 533(27% 103 3.7x107°
inverse fine-structure constant ™! 137.035 999 76&0) 3.7x107°
Rydberg constant>m.c/2h R, 10 973 731.568 5483) mt 7.6x 10712
Avogadro constant Na, L 6.02214199(47X 107 mol ! 7.9x10°8
Faraday constant e F 96 485.341839) Cmol™? 4.0x10°8
molar gas constant R 8.314 47215) Jmolrtk™t  1.7x10°®
Boltzmann constan®/N k 1.380 6503(24x 10 2 JK1! 1.7x10°8
Stefan—Boltzmann constant
(m2160)k*/h3c? o 5.670 400(40x 10 8 Wm 2K 4 7.0x10°8
Non-SI units accepted for use with the Sl
electron volt: €/C) J eV 1.602 176 462(63Y 10 ° J 3.9x10 8
(unified) atomic mass unit
1 u=m,= 15 m(*%C) u 1.660 538 73(13% 10 %/ kg 7.9<10°8

=10"2 kg molY/N,

sir? 6, given in Sec. 3.19. How this is done is described inthe Web pages of the Fundamental Constants Data Center of
Sec. 5.2, which immediately follows the tables of recom-the NIST Physics Laboratory at physics.nist.gov/constants.
mended values given in Sec. 5.1. This electronic version of the 1998 CODATA recommended
values of the constants also includes a much more extensive
5.1. Tables of Values correlation coefficient matrix. Indeed, the correlation coeffi-
The 1998 CODATA recommended values of the basiccient of any two constants listed in the tables is accessible on
constants and conversion factors of physics and chemistrf'® Web site, as well as the automatic conversion of the
including the values of related quantities, are given in Tabley@lue of an energy-related quantity expressed in one unit to
23-30. Table 23 is a highly abbreviated list containing thetn® corresponding value expressed in another (inites-
values of the constants and conversion factors most€Nce, an automated version of Tables 29 and 30
commonly used. Table 24 is a much more extensive
list of values categorized as follows: UNIVERSAL; ELEC-
TROMAGNETIC; ATOMIC AND NUCLEAR; and
PHYSICOCHEMICAL. The ATOMIC AND NUCLEAR Here we provide some patrticulars of how the 1998 recom-
category is subdivided into ten subcategories: General; Eleanended values and their uncertainties as given in the tables
troweak; Electron, € Muon, n™; Tau,t ; Proton, p; Neu- of the previous section are obtained from the values of the 57
tron, n; Deuteron, d; Helion, h; and Alpha particte, Table  adjusted constants listed in Tables 17.A.1 and 19.B.1 of
25 gives the variances, covariances, and correlation coeffSecs. 4.3.1. and 4.3.2. and from the values of other quantities
cients of a selected group of constar{spplication of the such ax andG as appropriatésee the beginning of Sec).5
covariance matrix is discussed in AppendiX Fable 26 We first note that the values of many of the adjusted con-
gives the internationally adopted values of various quantitiesstants are themselves included in the tables. Their standard
Table 27 lists the values of a number of x-ray-related quanuncertainties are the positive square roots of the diagonal
tities; Table 28 lists the values of various non-Sl units; andelements of the covariance matrix of the adjusted constants
Tables 29 and 30 give the values of various energy equivasee Appendix E Their covariances, some of which are
lents. given in Table 25 in relative form as well as in the form of
All of the values given in Tables 23 to 30 are available oncorrelation coefficients, are the off-diagonal elements. As in-

5.2 Calculational Details
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TaBLE 24. The CODATA recommended values of the fundamental constants of physics and chemistry based on the 1998 adjustment.

Relative std.
Quantity Symbol Numerical value Unit uncert.u,
UNIVERSAL
speed of light in vacuum C,Co 299792 458 mst (exach
magnetic constant o 47X 1077 NA2
=12.566370614..x10’ NA—2 (exac)
electric constant 3,c? € 8.854187817..x10 *? Fm?! (exac)
characteristic impedance
of vacuumy/pg/ €p= poC Zy 376.73031346. .. Q (exach
Newtonian constant
of gravitation G 6.673(10)x 10 ** m® kg ts? 1.5x10°3
Glhc 6.707(10)x 10 % (GeVic?) 2 1.5x10°2
Planck constant h 6.626 068 76(52x 10 3* Js 7.810°8
ineVs 4.135667 27(16y10° 15 eVvs 3.9<10°8
h/2w fi 1.054 571 596(82% 103 Js 7.8€10°8
ineVs 6.582 118 89(26310 16 eVvs 3.9<10°8
Planck mass#{c/G)Y? mp 2.1767(16)x 1078 kg 7.5x10°4
Planck length/mpc= (4 G/c%)Y? Ip 1.6160(12) 10~3° m 7.5x10°4
Planck timelp/c= (% G/c®)Y? tp 5.3906(40)K 10 ** s 7.5¢10°*
ELECTROMAGNETIC
elementary charge e 1.602 176 462(63% 10 1° C 3.9x10°8
e/h 2.417 989 491(95% 104 AJ? 3.9x10°8
magnetic flux quanturh/2e ®, 2.067 833 636(81%1071° Wb 3.9x10°8
conductance quantume®/h Gy 7.748 091 696(28%10°° S 3.7x107°
inverse of conductance quantum Ggl 12 906.403 78@17) QO 3.7x10°°
Josephson constdrte/h K, 483 597.898(19% 10° Hzv™? 3.9x10°8
von Klitzing constarft
h/e?= uocl2a Ry 25 812.807 57®5) Q 3.7x10°°
Bohr magnetoref/2m, s 927.400 899(37% 10° % JT!t 4.0x10°8
inevT? 5.788 381 749(43Y10°° evT! 7.3x10°°
uelh 13.996 246 24(56 10° HzT?! 4.0x10°8
wug/hc 46.686 4521(19) miTt 4.0x10°®
uglk 0.671 713112 KTt 1.7x10°°
nuclear magnetoefi/2m, e 5.050 783 17(20% 10 %7 JT! 4.0x10°8
inevT? 3.152 451 238(24% 1078 evT? 7.6x107°
un/h 7.622 593 9631) MHz T 4.0x10°8
un/he 2.542 623 66(10x 10 2 miT1 4.0x10°8
un /K 3.658 2638(64x 104 KT1 1.7x10°6
ATOMIC AND NUCLEAR
General
fine-structure constare?/4meqhc @ 7.297 352 533(27 102 3.7x10°°
inverse fine-structure constant at 137.035 999 76G0) 3.7x107°
Rydberg constani®m.c/2h R, 10 973 731.568 5483) mt 7.6x 10712
R..C 3.289 841 960 368(25) 10'° Hz 7.6x10 %2
R.hc 2.17987190(17x 10 %8 J 7.8<10°8
R.hcin eV 13.605 691 7653 ev 3.9x10°8
Bohr radiusa/4nR.. = 4megh 2/mge? ag 0.529 177 2083(19) 10 1° m 3.7x10°°
Hartree energg?/4meja,=2R. hc
= a’mgc? Ep 4.359 743 81(34x 10 8 J 7.8<10°8
in eV 27.211 38341 ev 3.9x10°8
quantum of circulation h/2m, 3.636 947 516(27x 104 m?s ! 7.3x10°°
h/mg 7.273 895 032(53x10 4 m?s ! 7.3x10°°
Electroweak
Fermi coupling constaht Ge/(hc)® 1.166 39(1)x10°° GeV 2 8.6x10° ¢
weak mixing anglé Oy (on-shell scheme
sir 6y =s3,=1— (My/my)? Sir? Gy 0.222419) 8.7x1073
Electron, €
electron mass Me 9.109 381 88(72x 10~ kg 7.9x10°8
in u, mg=A(e) u(electron
relative atomic mass times u 5.485799 110(12x 10 * u 2.1x10°°
energy equivalent mec? 8.187 104 14(64x 10~ 4 J 7.9<10 8
in MeV 0.510 998 9021) MeV 4.0x10°8
electron—muon mass ratio me/m, 4.83633210(15x10 2 3.0x10°8
electron—tau mass ratio me/m, 2.87555(47x 1074 1.6x10°4
electron—proton mass ratio me/m, 5.446 170 232(12x 10 * 2.1x10°°
electron—neutron mass ratio me/m, 5.438673462(12x10 % 2.2x10°°
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Relative std.
Quantity Symbol Numerical value Unit uncert.u,
electron—deuteron mass ratio Me/My 2.724 437 1170(58y 10 * 2.1x10°°
electron to alpha particle mass ratio me/m, 1.3709335611(29) 10 * 2.1x107°
electron charge to mass quotient —e/m, —1.758 820 174(71x 10" Ckgt 4.0x10°8
electron molar mashl,m, M(e),M, 5.485799110(12510 7 kg mol™t 2.1x10°°
Compton wavelength/m.c Ac 2.426 310 215(18% 10 12 m 7.3x10°°
Adf2m= ady= a?l4mR, Xc 386.159 2642(28% 10 1% m 7.3x10°°
classical electron radius?a, le 2.817 940 285(31x 10 1° m 1.1x10°8
Thomson cross sectiof@m/3)r2 O 0.665 245 854(15% 10 28 m? 2.2x10°®
electron magnetic moment e —928.476 362(37x 10 26 JT? 4.0x10°8
to Bohr magneton ratio el g —1.001 159 652 1869(41) 4.1x10° 12
to nuclear magneton ratio el iy —1 838.281 9660(39) 2.1x10°°
electron magnetic moment
anomaly| ud/ ug—1 a. 1.159 652 1869(41) 10 ° 3.5x10°°
electrong-factor —2(1+a,) Je —2.002 319 304 3737(82) 4.1x10 %2
electron—-muon
magnetic moment ratio Mel 206.766 972(63) 3.0x10°8
electron—proton
magnetic moment ratio Mel pp — 658.210 6875(66) 1.0x10°8
electron to shielded proton
magnetic moment ratio Mel pp — 658.227 5954(71) 1.1x10°8
(H,0, sphere, 25°C
electron—neutron
magnetic moment ratio el n 960.920 5(23) 2.4x10°7
electron—deuteron
magnetic moment ratio el g —2143.923 498(23) 1.1x10°8
electron to shielded helién
magnetic moment ratio el iy 864.058 25610 1.2x10°8
(gas, sphere, 25°C)
electron gyromagnetic ratio| 24/ Ye 1.760 859 794(71x 10 siT! 4.0x10°8
Yel2m 28 024.95401L1) MHz T~1 4.0x10°8
Muon, u~
muon mass m, 1.883 531 09(16%10 28 kg 8.4x10°8
inu, m,=A(p) u(muon
relative atomic mass times u 0.113 428 916@4) u 3.0x10°8
energy equivalent m,c? 1.692 833 32(14x 10 1! J 8.4x10°®
in MeV 105.658 356652) MeV 4.9x10°8
muon—electron mass ratio m,, /m 206.768 265(63) 3.0x10°8
muon—tau mass ratio m, /m, 5.945 72(97)x 102 1.6x10°*
muon—proton mass ratio m,, /my 0.112 609 517@4) 3.0x1078
muon—neutron mass ratio m, /m; 0.112 454 507@&B4) 3.0x10°8
muon molar massi,m, M(w),M, 0.113 428 9168(34Y10 ® kg mol™! 3.0x10°8
muon Compton wavelengthvm,c Acy 11.734 441 97(35x 10 ° m 2.9x10°®
Acf2m Ay 1.867 594 444(55% 10 ° m 2.9x10°8
muon magnetic moment By —4.490 448 13(22x 1026 JT! 4.9x10°8
to Bohr magneton ratio ylpg —4.841 970 85(15% 10 ° 3.0x10°8
to nuclear magneton ratio TN —8.890 597 70(27) 3.0x10°8
muon magnetic moment anomaly
| ll(efil2m,) —1 a, 1.165 916 02(64% 10 3 5.5x10 7
muong-factor —2(1+a,) O, —2.002 331 8320(13) 6.4x10°1°
muon—proton
magnetic moment ratio T —3.183 345 39(10) 3.2x10°8
Tau, 7"
tau mass m, 3.167 88(52)x 10 27 kg 1.6x10°*
inu, m=A, (1) u(tau
relative atomic mass times u 1.907 7431) u 1.6x10°*
energy equivalent m,c? 2.847 15(46)x 10 1© J 1.6x10°4
in MeV 1777.0%29) MeV 1.6x10*
tau—electron mass ratio m,/mg 3477.60Q57) 1.6x1074
tau—muon mass ratio m./m, 16.818827) 1.6x10°4
tau—proton mass ratio m./m, 1.893 9631) 1.6x10
tau—neutron mass ratio m./m, 1.891 3%31) 1.6x1074
tau—molar masl,m, M(T),M. 1.907 74(31x 102 kg mol ™t 1.6x10°4
tau Compton wavelength/m,c Ace 0.697 70(11) 10 *° m 1.6x10°%
Ac. 2w Xea 0.111 042(18x 10 m 1.6x10°*
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Relative std.
Quantity Symbol Numerical value Unit uncert.u,
Proton, p
proton mass m, 1.672 621 58(13x 10 % kg 7.9¢10°8
in u, my=A(p) u (proton
relative atomic mass times u 1.007 276 466 883 u 1.3x1071°
energy equivalent m,c? 1.503 277 31(12x 10 ° J 7.9<10°8
in MeV 938.271 99839) MeV 4.0x10°8
proton—electron mass ratio m,/mg 1836.152 66769) 2.1x107°
proton—muon mass ratio my/m,, 8.880 244 087) 3.0x10°8
proton—tau mass ratio my/m, 0.527 99486) 1.6x10°4
proton—neutron mass ratio my/m, 0.998 623 478 5%8) 5.8x1071°
proton charge to mass quotient e/m, 9.578 834 08(38X 10’ Ckg™? 4.0<1078
proton molar massi,m, M(p),M, 1.007 276 466 88(13y10 ° kg mol™* 1.3x1071°
proton Compton wavelengthvm,c Acp 1.321 409 847(10% 107 1° m 7.6x10°°
Acpl2m Acp 0.210 308 9089(16) 10 *° m 7.6x10°°
proton magnetic moment Hp 1.410 606 633(58% 10~ 2° JT!t 4.1x10°8
to Bohr magneton ratio wpl g 1.521 032 203(15x10° 2 1.0x10 8
to nuclear magneton ratio Mpl 2.792 847 3329 1.0x10°8
protong-factor 2u,/uy 9p 5.585 694 6767) 1.0x10°8
proton—neutron
magnetic moment ratio Mol tn —1.459 898 05(34) 2.4x1077
shielded proton magnetic moment M 1.410 570 399(59% 10~ 2¢ JTt 4.2x10°8
(H,O, sphere, 25°C
to Bohr magneton ratio Mol g 1.520 993 132(16% 103 1.1x10°8
to nuclear magneton ratio ol ey 2.792 775 59B1) 1.1x10°8
proton magnetic shielding
correction - up/pp o 25.687(15)x 10" ® 57104
(H,0, sphere, 25°C
proton gyromagnetic ratio 2, /% Yo 2.675222 12(11x 1¢° siT!? 4.1x10°8
Yol2m 42.577 482618) MHzT~! 4.1x10°8
shielded proton gyromagnetic
ratio 2u/# A 2.67515341(11x 10¢° siT!? 4.2x10°8
(H,O, sphere, 25°C
yyl2m 42.576 388819 MHz T™1 4.2x10°8
Neutron, n
neutron mass m, 1.674 927 16(13x 10 %7 kg 7.9x10°8
inu, my=A(n) u (neutron
relative atomic mass times u 1.008 664 915 7&5) u 5.4x 1010
energy equivalent m,c2 1.505 349 46(12x 10 1° J 7.9<10 8
in MeV 939.565 33(B8) MeV 4.0x10°8
neutron—electron mass ratio mp,/me 1 838.683 655@0) 2.2x10°°
neutron—muon mass ratio m,/m, 8.892 484 787) 3.0x10°8
neutron—tau mass ratio m,/m, 0.528 72286) 1.6x10°4
neutron—proton mass ratio m,/m, 1.001 378 418 8(BY) 5.8x 10710
neutron molar maskl,m, M(n),M,, 1.008 664 915 78(55§ 10 3 kg mol ! 5.4x 10 1©
neutron Compton wavelengtifm,c Acn 1.319 590 898(10x 10 m 7.6x10°°
Ac 2w Xen 0.210 019 4142(16¥10 m 7.6x10°°
neutron magnetic moment n —0.966 236 40(23x 10 26 JT! 2.4x1077
to Bohr magneton ratio nl g —1.041 875 63(25% 10 ° 2.4x1077
to nuclear magneton ratio nl oy —1.913 042 72(45) 2.4x1077
neutrong-factor 2u,/uy On —3.826 085 45(90) 2.4x1077
neutron—electron
magnetic moment ratio ol pe 1.040 668 82(25x 103 2.4x1077
neutron—proton
magnetic moment ratio Ml g —0.684 979 34(16) 2.4x1077
neutron to shielded proton
magnetic moment ratio Hal g —0.684 996 94(16) 2.4x1077
(H,0, sphere, 25 °C
neutron gyromagnetic ratio| &,//% Y 1.832 471 88(44% 1¢° siT!? 2.4x10°7
Vo l2w 29.164 695870) MHz T™! 2.4x1077
Deuteron, d
deuteron mass my 3.343 583 09(26% 102" kg 7.9x10°8
in u, my=A,(d) u (deuteron
relative atomic mass times u 2.013 553212 7B5) u 1.7x10 10
energy equivalent mgc? 3.005 062 62(24% 10 *© J 7.9<10°8
in MeV 1875.612 76@75) MeV 4.0x1078
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Relative std.
Quantity Symbol Numerical value Unit uncert.u;,
deuteron—electron mass ratio
deuteron—proton mass ratio mg/m, 1.999 007 500 8@1) 2.0x10°1°
deuteron molar mass,my M (d),Mg4 2.013553212 71(35)10° 2 kg mol™! 1.7x1071°
deuteron magnetic moment g 0.433073457(18% 10 ¢ JTt 4.2x10°8
to Bohr magneton ratio el g 0.466 975 4556(50% 10 3 1.1x10°8
to nuclear magneton ratio gl iy 0.857 438 228M4) 1.1x10°8
deuteron—electron
magnetic moment ratio ol e —4.664 345 537(505 104 1.1x10°8
deuteron—proton
magnetic moment ratio ol ey 0.307 012 208@315) 1.5x10°8
deuteron—neutron
magnetic moment ratio wal in —0.448 206 52(11) 2.4x1077
Helion, h
helion mas% my 5.006 411 74(39% 10" %' kg 7.9x10°8
in u, my=A,(h) u (helion
relative atomic mass times u 3.014 932 234 6®86) u 2.8x10°%0
energy equivalent myc? 4.499 538 48(35x 10 *° J 7.9¢10°8
in MeV 2808.391 3211) MeV 4.0x10°8
helion—electron mass ratio mp/me 5495.885 23812 2.1x10°°
helion—proton mass ratio my/m,, 2.993 152 658 5®3) 3.1x10°1°
helion molar mas,m, M (h), My, 3.014 932 234 69(86y 10 ° kg molt 2.8x10 %0
shielded helion magnetic moment “h —1.074 552 967(45% 1026 JT! 4.2x10°8
(gas, sphere, 259C
to Bohr magneton ratio mil g —1.158 671 474(14% 10 ® 1.2x10°8
to nuclear magneton ratio nd e —2.127 497 718(25) 1.2x10°8
shielded helion to proton
magnetic moment ratio ol pp —0.761 766 563(12) 1.5x10°8
(gas, sphere, 259C
shielded helion to shielded proton
magnetic moment ratio nd ey —0.761 786 1313(33) 4.3x10°°
(gas/HO, spheres, 25 °C
shielded helion gyromagnetic
ratio 2| up| /% " 2.037 894 764(85% 10° siT!? 4.2x10°8
(gas, sphere, 259C
yhl2m 32.434 102814) MHz T~ 4.2x10°8
Alpha particle,«
alpha particle mass m, 6.644 655 98(52x 10 %7 kg 7.910°8
in u, m,=A(a) u (alpha particle
relative atomic mass times u 4.001 506 174{@.0) u 2.5x10° %0
energy equivalent m,c? 5.971 918 97(47x 10 © J 7.9<10°8
in MeV 3727.379 0415) MeV 4.0x10°8
alpha particle to electron mass ratio m, /me 7 294.299 508L6) 2.1x107°
alpha particle to proton mass ratio m, /m, 3.972 599 684@.1) 2.8x10 %
alpha particle molar mads,m, M (), M, 4.001 506 1747(10510 3 kg mol ™! 2.5x10 %
PHYSICOCHEMICAL
Avogadro constant Na,L 6.022 141 99(47x 107 mol ! 7.9x10°8
atomic mass constant
m,= 15 m(**C)=1u my 1.660 538 73(13% 10~ %’ kg 7.910°8
=103 kg mol YN,
energy equivalent m,c? 1.492 417 78(12x 107 1° J 7.9<10°8
in MeV 931.494 01837) MeV 4.0x10°8
Faraday constahtN,e F 96 485.341839) Cmol™* 4.0x10°8
molar Planck constant Nah 3.990 312 689(30% 10 1° Jsmol? 7.6x107°
Nahc 0.119 626 564 9®1) Jmmol? 7.6x10°°
molar gas constant R 8.314 47215) Jmolt K1 1.7x10°°
Boltzmann constan®/N, k 1.380 6503(24x 10 % JK? 1.7x10°8
ineVK™? 8.617 342(15x10°° eVK™? 1.7x10°8
k/h 2.083 6644(36% 10 HzK™?® 1.7x10°8
k/hc 69.503 5612) mtK™? 1.7x10°°
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TaBLE 24. The CODATA recommended values of the fundamental constants of physics and chemistry based on the 1998 adjustment—Continued.

Relative std.
Quantity Symbol Numerical value Unit uncert.u,
molar volume of ideal gaRT/p
T=273.15K, p=101.325 kPa Vi, 22.413 996(39x 10 3 m®mol~? 1.7x10°6
Loschmidt constanN, /V,, No 2.686 7775(47x 107° m3 1.7x10°8
T=273.15K, p=100 kPa \ 22.710981(40% 10 ° mémol ! 1.7X10°8
Sackur-Tetrode constant
(absolute entropy constaht
2 +In[(2mm, KT, /h?)3¥%T, /po]
T,=1K, py = 100 kPa S /R —1.151 7048(44) 3.810°°
T,=1K, po = 101.325 kPa —1.164 8678(44) 3%10°°
Stefan-Boltzmann constant
(m2160)k*/%5c? o 5.670 400(40x 1078 Wm 2K 7.0x10°8
first radiation constant2hc? o 3.74177107(29x 10 16 W m? 7.8x10°8
first radiation constant for spectral radiandec? Ci 1.191 042 722(93% 10" 16 W m?srt 7.8x10°8
second radiation constaht/k (o 1.438 7752(25x 10 2 m K 1.7x10°6
Wien displacement law constant
b=Apnad =C,/4.965114 231 . . . b 2.897 7686(51% 10 ° m K 1.7X10°8

aSee Table 26 for the conventional value adopted internationally for realizing representations of the volt using the Josephson effect.

PSee Table 26 for the conventional value adopted internationally for realizing representations of the ohm using the quantum Hall effect.

“Value recommended by the Particle Data Gr¢Gpsoet al., 1998.

9Based on the ratio of the masses of the W and Z bosagkm, recommended by the Particle Data Grd@asoet al, 1998. The value for sifd,, they
recommend, which is based on a particular variant of the modified minimal subtras&prs¢heme, is s?rf‘)W(MZ)=O.231 2424).

®The helion, symbol h, is the nucleus of tfide atom.

This and all other values involving. are based on the value of.c? in MeV recommended by the Particle Data Gro@asoet al., 1998, but with a
standard uncertainty of 0.29 MeV rather than the quoted uncertainty0d?6 MeV, +0.29 MeV.

9The numerical value of to be used in coulometric chemical measurements is 96 4853337.9x 10~ 8] when the relevant current is measured in terms
of representations of the volt and ohm based on the Josephson and quantum Hall effects and the internationally adopted conventional valugksafithe Jose
and von Klitzing constant& ; g, and Ry g, given in Table 26.

"The entropy of an ideal monoatomic gas of relative atomic mass given byS=S,+ %R In A,.— R In(p/py) + gRIn(T/K).

dicated in Appendix E, the evaluation of the uncertainty of athe Web version of Table 25 allows one to access the corre-
guantity calculated from two or more adjusted constants relation coefficient of any two constants listed in the tables of
quires their covariances. Appendix F reviews the law ofthe previous section.

propagation of uncertainty and gives an example of how We now consider the tables of that section, our goal being
such evaluations are done. This is the basis for expanding indicate how all quantities of interest are related to the 57
Table 25 to include the relative covariances and correlatiomdjusted constants. For each entry, unless otherwise indi-
coefficients of, for example, the constargsand m, with cated, the value of the quantity is derived from the expres-
each other and with the adjusted constantndh. Indeed, sion given in the column labeled “Quantity” or the column
on this basis, and as noted at the start of the previous sectiolabeled “Symbol,” or both. For example, consider the elec-

TaBLE 25. The variances, covariances, and correlation coefficients of the values of a selected group of constants
based on the 1998 CODATA adjustment. The numbers in boldface above the main diagonaP tireek0the

values of the relative covariances; the numbers in boldface on the main diagonat®imes the values of the
relative variances; and the numbers in italics below the main diagonal are the correlation coefficients.

a h e m Na me/m, F
a 0.135 0.005 0.070 —0.265 0.264 —0.259 0.334
h 0.002 61.129 30.567 61.119 —61.119 —0.009 —30.552
e 0.049 0.999 15.318 30.427 —30.428 —0.134 —15.109
me —0.092 0.996 0.990 61.648 —61.647 0.509 —31.220
Na 0.092 —0.995 —0.990 —1.000 61.691 —0.508 31.263
me/m,, —0.233 0.000 —-0.011 0.021 —0.021 9.189 —0.642
F 0.226 —0.972 —0.960 —0.989 0.990 —0.053 16.154

®The relative covariance,(x;, ;) is defined according ta,(x;, X;) =u(x;, X;)/(x; X;), whereu(x;, x;) is the
covariance ofx; andx; ; the relative variancejrz(xi) is defined according turz(xi)=u2(xi)/xi2=u,(xi, Xi)
=u(x;, xi)/xiz, whereu?(x;) is the variance ok, ; and the correlation coefficient is defined according to
(X, X)) =u(x;, x)/[uq)u(x;)]=ux;, x)/[ux;)ux;)]-
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TaBLE 26. Internationally adopted values of various quantities.

Relative std.
Quantity Symbol Numerical value Unit uncert.u,

molar mass of?C M (*2C) 12x10°3 kg mol™* (exach
molar mass constehi (1°C)/12 M, 1x10°2 kg mol ! (exac)
conventional value of Josephson

constarit Kj_g0 483597.9 GHz v* (exac)
conventional value of von Kilitzing

constartt Rk g0 25812.807 QO (exach
standard atmosphere 101 325 Pa (exach
standard acceleration of gravity On 9.806 65 ms? (exach

*The relative atomic mas&,(X) of particle X with massm(X) is defined byA,(X) =m(X)/m,, wherem,
=m(*2C)/12=M,/N,=1 u is the atomic mass constaM, is the Avogadro constant, and u is thenified

atomic mass unit. Thus the mass of particle XnigX)=A,(X) u and the molar mass of X i#(X)
=A(X)M,,.

bThis is the value adopted internationally for realizing representations of the volt using the Josephson effect.
This is the value adopted internationally for realizing representations of the ohm using the quantum Hall effect.

tron massm, and the quantum of circulatioh/2m,. The All energies expressed in joules are reexpressed in electron

electron mass is derived from the adjusted constants via Volts by dividing bye/C.
ELECTROMAGNETIC: The elementary charge and

electron massn, are obtained as already indicated.

The Boltzmann constarit is derived from the molar gas
constantR, which is an adjusted constant, and the Avogadro
‘constantN, :

2R..h
==, (359

Me
Ca

and it is understood that the quantum of circulation is de
rived from the adjusted constants by replacimgin h/mg

with this expression. The result is R A(eM,
h ca? N M T (360
o e
om. AR, (358

) ) _ ) _ “whereA,(e) is an adjusted constant akt,= 103 kg/mol is
We begin our discussion with Table 24, since all quanti-the molar mass constant.

The numerical value dfi whenh is expressed in the unit

eV is [h/(J s)]/[e/C], where the elementary chargeis et caSh 12
derived from the expression = = — , 361
He™2m, (32172,u0R§, (369
2ah 1/2
=—] . (359
JMoC and the nuclear magnetqn follows from

TABLE 27. Values of some x-ray-related quantities based on the 1998 CODATA adjustment of the values of the

constants.
Relative std.

Quantity Symbol Numerical value Unit uncert.u,
Cu x unit: A(Cu Ka,)/1537.400 XU(Cu Kay) 1.00207703(28x10°* m 2.8x10°7
Mo x unit: A(Mo Ka,)/707.831 xu(Mo Ka;) 1.00209959(53x10° 2 m 5.3x1077
angstrom starA(W Ka,;)/0.209 0100 A 1.00001501(90x10 ¥ m 9.0x10° 7
lattice parametérof Si a 543.102088(16x10 2 m 2.9x10°8

(in vacuum, 22.5°C

{220} lattice spacing of Si/\/8 dyoo 192.0155845(56% 102 m 2.9x10°8

(in vacuum, 22.5°C
molar volume of Si
M(Si)/p(Si)=Na%/8 Vn(Si) 12.058 8369(14x 10 © m*mol™* 1.2x1077
(in vacuum, 22.5°C

&This is the lattice parametéunit cell edge lengthof an ideal single crystal of naturally occurring Si free of
impurities and imperfections, and is deduced from measurements on extremely pure and nearly perfect single
crystals of Si by correcting for the effects of impurities.

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



CODATA RECOMMENDED VALUES

TaBLE 28. The values in Sl units of some non-Sl units based on the 1998 CODATA adjustment of the values

of the constants.

Relative std.
Quantity Symbol Numerical value Unit uncert.u,
Non-SI units accepted for use with the Sl
electron volt: €/C) J eV 1.602 176 462(63) 10 ° J 3.9¢<10°8
(unified) atomic mass unit:
1u=m,= é m(*2C) u 1.660 538 73(13x 10 %7 kg 7.9x10°8
=102 kg mol YN,
Natural units(n.u.)
n.u. of velocity:
speed of light in vacuum C,Co 299 792 458 mst (exac)
n.u. of action:
reduced Planck constant/Qrr) f 1.054 571 596(82x 103 Js 7.8¢10°8
inevs 6.582 118 89(263 1016 eVs 3.9<10°8
n.u. of mass:
electron mass M 9.109 381 88(72x 10 3 kg 7.9<10°8
n.u. of energy mec? 8.187 104 14(64% 10 * J 7.9<10°8
in MeV 0.510998 902(21) MeV 40108
n.u. of momentum mC 2.730923 98(21x 10 % kgms?® 7.9x10°®
in MeV/c 0.510998 902(21) MeW  4.0x10°8
n.u. of length fi/mcc) Xc 386.159 2642(28x 10 1° m 7.3x10°°
n.u. of time filmgc?  1.288 088 6555(95510°2 s 7.3x10°°
Atomic units(a.u)
a.u. of charge:
elementary charge e 1.602 176 462(63% 107 1° C 3.9x10°8
a.u. of mass:
electron mass M 9.109 381 88(72x 10 3 kg 7.9<10°8
a.u. of action:
reduced Planck constant/Q1r) f 1.054 571 596(82x 103 Js 7.8¢10°8
a.u. of length:
Bohr radius(bohn (a/4wR..) ag 0.529 177 2083(19y 10" *° m 3.7x10°°
a.u. of energy:
Hartree energyhartree (= 4.359 743 81(34x 10 8 J 7.8<10°8
(e%/4meqaq=2R..hc= a’mc?)
a.u. of time (=" 2.418 884326 500(18)10° Y7 s 7.6x10° 12
a.u. of force En/a, 8.23872181(64x10°8 N 7.8x10°8
a.u. of velocity @c) aoEn/fi 2.187 691 2529(80) 10° ms?! 3.7x107°
a.u. of momentum filag 1.992 851 51(16X 10 2* kgms?! 7.8x10°8
a.u. of current eE,/h  6.62361753(26x10 2 A 3.9x10°8
a.u. of charge density elad 1.081 202 285(43% 102 Cm?® 4.0x10°8
a.u. of electric potential Enle 27.211383411) \Y 3.9x10°8
a.u. of electric field En/ea, 5.142 206 24(20% 101 vm? 3.9x10°8
a.u. of electric field gradient En/ead 9.717 361 53(39) 10° vm2 4.0x10°8
a.u. of electric dipole moment eay 8.478 352 67(33x 10 ¥ Cm 3.9x10°8
a.u. of electric quadrupole moment ead 4.486 551 00(18x 10~ 4° Ccn? 4.0x10°8
a.u. of electric polarizability e?a3/E, 1.648777251(18y10°* Cc’m?J !t 1.1x10°8
a.u. of £ hyperpolarizability e®ad/E2 3.20636157(14x 10 58 CPmPJ 2 42x10°8
a.u. of 2% hyperpolarizability e*aj/Ef 6.23538112(51x 10 % C'm*J® 8.1x1078
a.u. of magnetic flux density hlea?  2.350517 349(94% 10° T 4.0x10°8
a.u. of magnetic
dipole moment () helm,  1.854801799(75x10 2 JT! 4.0x10°8
a.u. of magnetizability e?a3/m, 7.89103641(14x 10 ?° JT? 1.8x10°8
a.u. of permittivity (10/c?) e’lagE, 1.112650056..x10 1° Fm? (exac)
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TasLE 29. Values of some energy equivalents derived from the relaieam c=hc/A=hv=KkT, and based on the 1998 CODATA adjustment of the values
of the constants; 1 e¥(e/C) J, 1 u=m,= %2 m(*?C)=10"%kg mol"¥/N, , andE,=2R..hc=a?m? is the Hartree energghartred.

Relevant unit

J kg m? Hz

1J (1= (1 I)fe?= (1 J)hc= (1 3)h=

17 1.112 650 058 10 " kg 5.034 117 62(39% 10?*m™* 1.509 190 50(12X 10** Hz
1 kg (1 kg)c?= (1 kg)= (1 kg)c/h= (1 kg)c?/h=

8.987 551 78% 10'¢J 1 kg 4.524 439 29(35 10t m ! 1.356 392 77(11X 10°°Hz
1m? (1 mYhe= (1 mYh/c= (I1mYy= (1 mYe=

1.986 445 44(16% 10 2°J 2.210218 63(17x 10 *?kg 1m? 299 792 458 Hz
1 Hz (1 Hzh= (1 Hz)h/c?= (1 Hz)lc= (1 Hz)=

6.626 068 76(52x 10 %] 7.372 495 78(58% 10 %1 kg 3.33564095%10 °m* 1 Hz
1K (1 K)k= (1 K)k/c?= (1 K)k/hc= (1 K)k/h=

1.380 6503(24x 10 23] 1.536 1807(27x 10 “°kg 69.503 56(12) m* 2.083 6644(36X 10'°Hz
leVv (Lev)= (1 eV)ic?= (1 eV)/hc= (1eV)h=

1.602 176 462(63% 107 1] 1.782 661 731(70% 10 ¢ kg 8.065 544 77(32x10° m™* 2.417 989 491(95) 10** Hz
lu (1 ux?= (1u)= (1 u)c/h= (1 u)c?h=

1.492 417 78(12x 10 1°J 1.660 538 73(13% 10 %" kg 7.513 006 658(57 10" m™* 2.252 342 733(17% 1073 Hz
1E, (1Ep= (1Ep/c?= (LEp/he= (LEp/h=

4.359 743 81(34x 10 18J

4.850 869 19(38% 10 *kg

2.194 746 313 710(1® 10" m™!

6.579 683 920 735(50) 10'° Hz

Ale)

MN:MBAr(p) ’

(362

whereA,(p) is an adjusted constant.
ATOMIC AND NUCLEAR: General. The quantities,
R.., andh are, of course, adjusted constants. The Bohr raof mgin u is A(e).

dius is derived fromay= a/4wR,. and the Hartree energy

from E,=2R.hc.

ATOMIC AND NUCLEAR: Electroweak. The Fermi cou-
pling constanGg/(%c)® and sif &, , whereé,, is the weak
mixing angle, are as stated in Sec. 3.19.

ATOMIC AND NUCLEAR: Electron, €. The electron
mass is obtained as indicated above, and the numerical value

The electron—muon mass ratiq.,/m, is an adjusted con-

stant, and the electron—tau mass ratig/m, is obtained

TasLE 30. Values of some energy equivalents derived from the relaisam c=hc/A=hv=kT, and based on the 1998 CODATA adjustment of the values
of the constants; 1 e¥(e/C) J, 1 u=m,= 15 m(*2C)=10"°kg mol YN, , andE,=2R..hc=a’mc? is the Hartree energghartre.

Relevant unit

K eV u En
1J (1 3)k= (19)= (1 9)/c?= (1=

7.242 964(13X 107K 6.241 509 74(24% 108 eV 6.700 536 62(53x10° u 2.293 712 76(18Y 10" Ey,
1 kg (1 kgxk= (1 kg)c?= (1 kg)= (1 kg)c?=

6.509 651(11X 10°°K 5.609 589 21(22x 10°°eV 6.022 141 99(47% 10%%u 2.061 486 22(16X 10> E,,
1mt? (1 mYhe/k= (1 mYhe= (1 mYh/c= (1 mYhe=

1.438 7752(25x 10 2K 1.239 841 857(49X10 % eV 1.331 025 042(10510 *°u 4.556 335 252 750(3%)10 ° E,,
1Hz (1 Hzh/k= (1 Hz)h= (1 Hz)h/c?= (1 Hz)h=

4.799 2374(84x 10 11K 4.135667 27(16X 10 SeV 4.439 821 637(34Y10 %*u 1.519 829 846 003(12)10 E,
1K (1K)= (1 K)k= (1 K)k/c?= (1 K)k=

1K 8.617 342(15x 10 % eV 9.251 098(16X 10 *u 3.166 8153(55% 10 ° E,,
1leV (1 eV)k= (1ev)= (1 eV)/c?= (1ev)=

1.160 4506(20x 10" K leV 1.073 544 206(43510 °u 3.674 932 60(14X 10 2 E,
lu (1 ux?k= (1 u)c?= (1u)= (1 u)c?=

1.080 9528(19% 10K 931.494 013(37x 1P eV lu 3.423 177 709(26) 10" E;,
1E, (1 Ep/k= (1E)= (1Ep/c?= (1E)=

3.157 7465(55% 10° K 27.211 3834(11) eV 2.921 262 304(2210 8u 1E,
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from the ratio ofm.c? expressed in MeV ton, c? expressed Its numerical value in u i\ (e)/(mg/m,), and the muon
in MeV, where the latter is as stated in Sec. 3.19. molar mass is given byM(p)=A(e)M,/(me/m,). The
The mass ratiosne/m,, mg/m,, me/my, andmg/m, are ~ mass ratian, /m, is derived in the same way as,/m, (see
given by A/e)/A(p), Ale)/A(n), A(e)/A(d), and Electron, &). The muon—proton mass ratio follows from
Ai(e)/A(a), respectively, where all of these relative atomic m. A (m
masses are adjusted constants. The electron molar mass fol- T (_e
lows from M(e)=A,(e)M,. mp,  Adp)im,
The electron magnetic momept.- is derived from

-1
, (3721

and the muon—neutron mass ratio follows from the same
Lo expression but with p replaced by n.
Me= (—)MB, (363 The quantitiesa,, g,-, andu,,-/u, are discussed above

MB . o . .
in Electron, €. The other quantities involving the muon
where the electron magnetic moment to Bohr magneton ratiqanagnetic moment are derived from

follows from
1 :(“_M) M
) (364 oy P
MB 2
i i Hp- M Hp
andg.- is the electrorg-factor. The electron magnetic mo- — =
ment anomalya,, in turn, is derived from the theoretical Me  Hp MB
expression fog, evaluated with the adjusted constaatand A
; My~ M- Adp)
Js. The latter is —_— = , (372
" un ue Al
=0.1.1)x10 *~ " . .
9¢=0.1(1.1)x10 (365 where the quantitieg., and .,/ ug are discussed in Proton,
The electron magnetic moment to nuclear magneton rati.
follows from ATOMIC AND NUCLEAR: Tau, T~. The mass of the
A positive tau in kg is obtained by multiplying its value in
e _ He AP 366 MeV by 1((e/C)/c’. Its numerical value in u is
un He Adle) A/(e)(m./my), where the electron—tau mass ratig/m,
; / / is discussed in Electron,”e The other mass ratios follow
The adjusted constantsue /up, melp), wolph, = a ' _
unlpp, andme/m, are the basis of the various magneticfrom mT/mM—(mT/m_e)(me/mM), m./my=(m./mg)[ A (€)/
moment ratios under Electron; eWe first note that A{p)], and mT/_mn_—(mT/me)[A,(e)/A,(n)]. The molar
mass of the tau is given byl (1) =A.(e)M ,(m./my).
My~ Me pe G- ATOMIC AND NUCLEAR: Proton, p. The proton mass
o My Ay Ge (367 s derived from
where g,-=—2(1+a,) and the muon magnetic moment m.—= AdP) (373
anomalya, is derived from the theoretical expression for PEAe)”
M . -
gl;t,ef;;aluated with the adjusted constaatsand 6,. The and the numerical value ofn, in u is A(p), my/m,
=A/(p)/A(e), m,/m,=(m,/mg)(me/m,), m,/m;
8,=0.06.4)x10 1. (368 = (me/m)[AL(p)/AL(e)], my/m,=A(p)/A(n), and M(p)
=A(P)My.

(By taking the theoretical value to be the recommended Tpe adjusted constanjs, /u
value, we implicitly assume that contributionsdg beyond b
the standard model are negligibl&Ve then have

Melpg, andu,/py are
the basis of the quantities involving, or ,ug,. One has

_Hp
s o' N o™ gt
My~ Mp\ Mp 1
Me  Me [ Mp 1 ﬂ::“_e<ﬂ_e)
T 7(7) MB  MB\ Mp
p \Hp
r\ -1 ﬂ: ﬂ Ar(p)
Po _Ke |t (369 pn o e Ade)
o e Mo He (e | M ma) T
p e e n
ATOMIC AND NUCLEAR: Muon, ..~ . The muon mass — = —) — (374
. . Mn Mp \ Hp Mp
is obtained from
. The quantitiesu,, wy/mg, anduy/uy also follow from the
m :me< E) (370  first three of these expressions but wjily replaced every-
* m
W

where by .
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The proton magnetic shielding correction is derived from

-1
“—e> . (375

0‘;=1—(£) -
Mp Mp

ATOMIC AND NUCLEAR: Neutron, n. The neutron
mass follows from

An)

m,= mem, (376)

and the numerical value ofn, in u is A/(n), m,/mg
=A/(n)/A(e), m,/m,=(m,/mg)(me/m,), m,/m;
=(me/m)[A(n)/A(e)], mn/mpzAr(n)/Ar(p)v and M(n)
=A,(N)M,.

The basis of all quantities involving,, is the adjusted
constantu,/u, . We have

Mn)
Mn={ 7| Mp

HMp
B _ P
MB M;,JMB
Ko _ o AdP)
un e Ale)
ﬂ:ﬂﬁ%ﬂ
He fp\ Mp
Mn  Mn Me
om_fmre (377
Mp  Me Mp

ATOMIC AND NUCLEAR: Deuteron, d. The deuteron
mass is derived from

Ad(d)

mem , (378)

md:
and the numerical value ofny in u is A/(d), mg/mg
=Al(d)/A(e), mg/my=A (d)/A(p), andM (d)=A,(d)M,,.

The basis of all quantities involving.y4 is the adjusted
constantuy/ue- . One has

M%ﬁgﬂ

d Lo e
Bd_ Bd Be

MB  Me MB
Ha_ Ha AdP)

un e Al
Hd_ Hd Be

Mp  Me Mp

-1

MHd  Md Me [ M
o (379
Mn Me Mp \ Mp

ATOMIC AND NUCLEAR: Helion, h. The helion mass
follows from
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Adh)

= mem, (380

mp,

and the numerical value of, in u is A/(h), m,/mg

=A(h)/A(e), m,/my=A(h)/A(p), andM (h)=A(h)M,,.
The basis of all quantities involving, is the adjusted

constantuy/u, . We have

=)
==

ppl P

’ ! ’

Hn_ HnBp

MB ,U«F,)MB

’ ! !
Fn_ Hn Bp

MN MF/JMN

Bh b pe pe) Tt
h h Me e
= | (381)
Mp  Mp Hp\ My

ATOMIC AND NUCLEAR: Alpha particle,a. As in pre-
vious similar cases, the alpha particle mass is derived from

m =meM (382
¢ Al
and the numerical value ofm, in u is A(a), m,/mg
=A(a)/A(e), m, /mp=A(a)/A(p), and M(w)
=A(a)M,.

PHYSICOCHEMICAL: All of the values follow from the
relations given in the Quantity and/or Symbol columns and
the expressions fok, N5, ande given above. The number
4.96511423... in theequation for the Wien displacement
law constantb is the nonzero root of the equation
5(e *=1)+x=0 (Stone, 1968

Table 25. This table was discussed at the beginning of this
section on calculational details.

Table 26. The first two entries are discussed in Sec. 2.3,
the next two in Sec. 2.5, and the last two entries are from the
BIPM SI Brochure(BIPM, 1998. [The quantityg, is also
discussed in Sec. 2J6.

Table 27. The Cu x unit xu(Cudg), the Mo x unit
xu(Mo Ke;), and the & are adjusted constants. The quan-
tity d,,o, Which is the{220} lattice spacing of an ideal single
crystal of naturally occurring silicon in vacuum ag
=22.5°C, is also an adjusted constant, and the lattice pa-
rametera of silicon (the edge length of the silicon cubic unit
cell) is related tad,,, by a=\/8d,,. The expression foN 5
is given under ELECTROMAGNETIC, Eq360).

Table 28. The values in this table follow directly from the
relations given in the Quantity and/or Symbol columns and
the expressions given above for the constamtiN,, and
Me.

Table 29. The numerical values given in the first four rows
are the numerical values of the constants indicated above the
values when those constants are expressed in their respective
Sl units. For example, the number 1.356 392 77(.1)*°
(last entry of row 2is [c?/(ms %)2]/[h/(J s)], which can be
conveniently denoted byc?/h}g,. For the last three rows,
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2the full combination of constants whose numerical valuedAsLe 31. Comparison of the 1998 and 1986 CODATA adjustments of the

give the numerical value indicated are respectively by roanlues of the constants by the comparison of the corresponding recom-
/c2 e/h delh: 2 ’ /h d 2/h: mended values of a representative group of constants. Bleigthe 1998
e, e/c’, e/hc, ande/h, mgc, m,, mC/h, andm,c=/n, value minus the 1986 value divided by the standard uncertairay the

2R.hc, 2R.h/c, 2R, , and R..c. 1986 value(i.e., D, is the change in the value of the constant from 1986 to
Table 30. The situation for this table is similar to that for 1998 relative to its 1986 standard uncertainty

Table 29 but somewhat more involved. The full combination
of constants of the last three rows of the column labeled

1998 rel. std. 1986 rel. std. Ratio 1986u,

5 Quantity uncert.u, uncert.u, to 1998u, D,
“K” are e/k, mc“/k, and R, hc/k. For the columns la- — —

beled “eV,” “u,” and “ Ey,,"” the full combination of con- a 3.7x10 4.5¢10° 122 —-17
L Ry 3.7x10°° 4.5x10 12.2 1.7
stants for the seven nontrivial rows of each column are, re- a 375 10°9 4.5¢10-8 122 17
spectively by column, ®, c?/e, hcle, hle, kie, mc?/e, 2\2 7 3% 10-9 8.9 10-8 122 17
and R.hc/e; 1imyc? 1m,, h/mg, himgc? kimgc?, e 1.1x10°8 1.3x10°7 12.2 -17
e/mc?, and R.h/mgc; 1/2R.hc, c/2R.h, 1/2R., e 2.2x10°8 2.7x10°7 12.2 -17
1/2R.c, kiI2R..hc, e/2R, hc, andmc/2R..h. h 7.8x10°° 6.0x10"’ .7 -17
me 7.9x10° 8 5.9x10 7 7.5 -15
. Na 7.9x10°8 5.9x10°7 7.5 15
6. Summary and COﬂC|USIOn Eh 7.8X 1078 6.0x10—7 7.7 —1.7
c 7.8x10° 8 6.0x10 7 7.7 -1.7
We close by first comparing the 1998 and 1986 CODATA e 3.9x 10’: 3.0 10:3 7.8 -18
recommended values of the fundamental physical constants ';J i-gi 18*8 g-gi 1877 ;S 1‘15
and identifying those advances made since 1986 that are ). 49108 3.0¢ 10~ 73 11

. . ; . . . .
most respons!blg for our current mproyed knpwledge ofthe . 2.0x10°8 34107 8.3 o1
constants. This is followed by a brief discussion of some of 4.0x10°8 3.4x10°7 8.3 —20
the conclusions that can be drawn from the 1998 values and . 4.0x10°8 3.4x10°7 8.3 2.1
adjustment. Finally, we look to the future and make some  up 4.1x 10’2 3-4><10’; 8.1 -21
suggestions regarding the experimental and theoretical work R 17107 8.4<10 - 4.8 —05
required to solidify and continue the progress of the last 13 k L.7x10 8.5<10 4.8 06
Vi 1.7x10°8 8.4x10°® 4.8 -05
years. c, 1.7x10°6 8.4x10°© 4.8 0.5

—6 —5 _

6.1. Comparison of 1998 and 1986 CODATA z Igi 183 fgi 184 gf %%
Recommended Values R. 7.6x10-12 1.9%10°9 1571 27
me/m 2.1x10°° 2.0x10°® 9.5 0.9
The 1998 CODATA set of recommended values of the %’ 3.0¢10°8 15107 4.9 o1

. . . e . . . .
fundamental physical constants is a major step forward rela- Ar(e)u 21x10°° 23x10°8 11.1 0.7
tive to its 1986 predecessor. The 1998 and 1986 adjustments A/(p) 1.3x1071° 1.2x10°8 91.6 -0.2
considered all data available by 31 December 1998 and 1 AN 5.4} 1071 1-4><10’: 25.6 0.8

. 10 _

January 1986, respectively. As one would hope, the 13 year zr(d) 17410 1.2¢10°7 68.9 0.0
period between these adjustments has seen extraordinary ex- 520 jf:llg—lz 123: 118,11 ;11 (1)';
perimental and theoretical advances in the precision ) 6.4% 10-19 8.4%10°° 131 08
measurement/fundamental consta@®8FC) field. The fact tiol s 10x10°8 1.0x10°8 1.0 0.1
that the standard uncertainties of many of the 1998 recom- u,/u, 1.0x10°8 2.2x10°8 2.2 -0.8
mended values are abotito 5, and in the case dR,. and tnl iy 2.4x10°7 2.4x10°7 1.0 0.1
some associated constangs, times the standard uncertain-  #a/#n 11X 10:2 2.8 10:2 2.6 -01
ties of the corresponding 1986 values is an indication of the e/~ 1ox10 0 1.0<10 7 1.0 01
remarkable nature of these advances. Moreover, the absolute * nftp 2410 24x10 Lo 0.0
‘ ! I 1.5x10°8 1.7x10°® 11 0.9

values of the differences between the 1986 values and the

corresponding 1998 values are almost all less than twice the

standard uncertainties of the 1986 values. The reduction of

uncertainties and the relatively small shifts of values is ap1998 adjustment, much of this behavior can be understood

parent from Table 31, which compares the recommendedy examining the functional dependence of the derived con-

values of a representative group of constants from the twstants on the adjusted consta®s, «, h, andR. This de-

adjustments. A subset of the constants of this group is conpendence is such that the uncertainties of the derived con-

pared graphically in Fig. 5. stants are mainly determined by the uncertainty of either
Table 31 also exhibits regularities that can be attributed td, or R.

the interdependence of the various constants. This behavior For example,« and the Bohr radiug, have the same

is not influenced by the fact that the adjusted constdrds  relative standard uncertainty, and that of the Compton wave-

variables of the adjustmenemployed in 1986 and 1998 are length is twice as largeu,(Ac)=2u,(ay) =2u,(a). This is

different, but it does depend on the fact that for both adjustbecause the value &, is calculated from the relation,

mentsu,(R)>u,(h)>u,(a)>u,(R.). In the context of the =a/4wR, and sinceu,(a)>u,(R.), u,(ag) is essentially
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-3.0 2.0 -1.0 0.0 1.0 2.0 3.0 Newtonian constant of gravitatios; its uncertainty is

. larger than that of the 1986 value by nearly a factor of 12.

(S As explained in detail in Sec. 3.17, for several reasons, in-

Ny o cluding the existence of a value &f from a credible experi-

® e ment that differs significantly from the 1986 value, the CO-

DATA Task Group on Fundamental Constants decided to

increase the relative standard uncertainty of the 1986 value

ke from u,=1.28<10 * to u,=1.5x10 3, but to retain the

v e value itself.

1 ¢ The largest relative shift in the value of a constant be-

tween 1986 and 1998 3,=2.7 forR... On the other hand,

with a 1986 to 1998 uncertainty ratio of 157, the valudRof

. 0 has undergone the largest reduction in uncertainty. The shift

tp/in @ in value is due to the fact that the 1986 recommended value

3.0 2.0 1.0 0.0 1.0 2.0 3.0 of R,, was mainly based on a 1981 experimental result that
D, was subsequently shown to be in error. The large uncertainty

reduction is due mainly to the fact that starting at about the
Fic. 5. Graphical comparison of the 1998 and 1986 CODATA recom- beginning of the 1990s, optical frequency metrology re-

mended values of some of the constants listed in Table 31. As in that tabl . .
D, is the 1998 value minus the 1986 value divided by the standard unce%laCed optical wavelength metrology as the method of choice

tainty u of the 1986 valudi.e., D, is the change in the value of the constant OF _det?rmining tranSit.ion frequencies of hydrogenic atoms.
from 1986 to 1998 relative to its 1986 standard uncertainty Major improvements in the theory of the energy levels of

such atoms also contributed significantly to the reduction in
uncertainty.

equal tou,(«). Similarly, A¢ is obtained from the relation Although a more accurate value Bf, is partially respon-
Ac=a?2mR,,, henceu (Ao)~u(a?)=2ua). A further sible for our current improved knowledge of the values of
consequence of these relations is the near equality of théne constants, three other post-1986 advances have also
ratios of the 1986 uncertainties to the 1998 uncertainties, aslayed important roles.
well as the near equality of their values Bf, whereD, is (i) A better experimental determination of the anomalous
the change in the value of a constant from 1986 to 1998nagnetic moment of the electr@y and an improved theo-
relative to its 1986 standard uncertainty. The classical elecetical expression foa, are to a large extent responsible for
tron radiusre with u,(r¢)=3u,(a) and the Thomson cross the 1998 recommended value af which has the impres-
section o, with u(o)=6u,a) follow a similar pattern, sively small uncertaintyu,=3.7x10"°. As pointed out
sincer . is calculated fromr .= a?ay= a®/4nR.. ando. from  above,« plays a key role in determining the recommended
oe=(8m/3)r=a®/6mR2 . (Since the von Klitzing constant values of many constants.
is calculated fromRy= uqc/2a, D, for & and Ry have op- (i) The moving-coil watt balance, which was conceived
posite signg. some 25 years ago and was first brought to a useful opera-

In an analogous way, the 12 constamigthroughu, in  tional state in the late 1980s, provided two results for
column 1 of Table 31 are calculated from expressions thakgRK:4/h with comparatively small uncertainties. The
contain a factohP, wherep=1, —1, }, or — %, as well as 1998 recommended value bfwith u,=7.8x 10" is mainly
other constantésuch asy) that have relative standard uncer- due to these results, and, as also discussed abopkays a
tainties rather smaller tham(h). Thus the uncertainties of major role in determining the recommended values of many
these 12 constants are approximatelgh) or 3u,(h). Also,  constants.
the values of the ratios of the 1986 to 1998 uncertainties for (iii) The determination oR by measuring the speed of
h and these constants are the same to within about 15 %. Gsound in argon using a spherical acoustic resonator yielded a
the other hand, their values ¢b,| vary more widely, be- value withu,=1.8x 10" °, approximately: times the uncer-
cause of changes in the values of the other constants dainty u,=8.4x10 ® of the value obtained earlier using a
which they depend.t is mere coincidence that the value of cylindrical acoustic interferometer and on which the 1986
|D,| for those constants whose uncertainties are mainly dececommended value is based. The new result is primarily
termined byu,(«) is the same as it is for some of those responsible for the 1998 recommended value witk 1.7
constants whose uncertainties are mainly determined b 10 ® and consequently for the improved values of the
u/(h).] various constants that depend Bn

Table 31 exhibits analogous behavior for the const&yts Of course, better measurements and calculations of a num-
k, Vi, C2, ando; the values of the last four are calculated ber of other quantities also contributed to improving our
from expressions that contain a fac®?, wherep=1, —1,  overall knowledge of the values of the constants. Noteworthy
or 4, as well as other constants that have relative standasme the Penning-trap mass ratio measurements that led to the
uncertainties much smaller thap(R). improved values of the relative atomic masge&e), A,(p),

Unique among all of the 1998 recommended values is thé(d), etc; the crystal diffraction determination of the bind-
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ing energy of the neutron in the deuteron that led to theunit of resistanceRq, exceeds() by the fractional amount
improved value ofA/(n); the Zeeman transition-frequency 2.21(37)x 10°8. This means that measured voltages trace-
determination ofAry, that, together with the QED-based, able to the Josephson effect akd o, and measured resis-
theoretically calculated expression fawy,,, led to the im-  tances traceable to the quantum Hall effect Bpd, are too
proved value ofme/m,; and the new and more accurate small relative to the Sl by the same fractional amounts. Al-
measurements of they,, lattice spacing of nearly perfect though these deviations from the SI, which follow from the
silicon crystals, together with the measurement of the quo1998 adjustment, are inconsequential for the vast majority of
tient h/myd;,(wo4) and better methods of comparing the measurements and are well within the original estimates of
lattice spacings of crystals and characterizing their qualitythe CCEM (Taylor and Witt, 1988 corrections to account
that led to the improved value ok, of an ideal crystal. By  for them may need to be applied in those rare cases where
comparison, there has been no improvement in our know'consistency with the Sl is critical.

edge of magnetic-moment related constants sugh,dgg, A possible future use of fundamental constants in metrol-
mnlpn, pel pp, @nd un/up, because there have been noggy s in the redefinition of the kilogram. As the authors
new relevant measuremen($he reductions in uncertainties pgye recently pointed outTaylor and Mohr, 1999 if

of pup/un and ug/py are mainly due to the reduction in moying-coil watt-balance determinations fofcan achieve a

uncertainty ofme/m,.) relative standard uncertainty af.=1x10"8, then it be-
comes attractive to redefine the kilogram in such a way that
6.2. Some Implications for Physics and Metrology the value ofh is fixed, thereby allowing the watt balance to
of the 1998 CODATA Recommended Values be used to directly calibrate standards of m@Ssich a defi-
and Adjustment nition would be analogous to the current definition of the

meter, which has the effect of fixing the value af A re-

Reliable values of the fundamental physical constants anglefinition of the kilogram that fixes the value Kf, has been
related energy conversion factors have long been necessgsyoposed as wellTaylor, 1991.] It is also conceivable that
for a variety of practical applications. Prominent amongif the Boltzmann constark can be determined with a suffi-
these are calculations required for the analysis and compilgsiently small uncertainty, the kelvin could be redefined in
tion of data and the preparation of databases in various areagch a way as to fix the value kf Increasing the number of
of science and technology including high energy, nuclearg) ynits and their practical representations that are based on
atomic and molecular, condensed matter, chemical, and stgyariants of nature—the fundamental constants—rather than
tistical physics. The 1998 recommended values with theipn g material artifact or a property of a body that depends on
significantly smaller uncertainties should, therefore, have gne body’s composition is highly appealing for both practical
positive influence on a broad range of activities in manyznd esthetic reasons.
fields. . The focus of this paper has been the review of the cur-

More recently, values of constants have become increagently available experimental and theoretical data relevant to
ingly important to metrology. As discussed in Sec. 2.5, Startyhe fundamental constants and how those data are used to
ing 1 January 1990 the CIPM introduced new, practical reppptain the 1998 CODATA set of recommended values,
resentations of the volt and the ohm for international usgather than what the data can tell us about the basic theories
based on the Josephson and quantum Hall effects and exagiq experimental methods of physics. Although we plan to
conventional values of the Josephson and von Kilitzing conzqgress this question in greater detail in a future publication,
stants. As noted in that section, the adoption of thesgye priefly delineate in the following paragraphs a few of the
exact values, K, ¢=483597.9GHz/V. and Rk-90  conclusions that may be drawn from the 1998 adjustment
=25812.804), can be interpreted as establishing convenyegarding physics and metrology. These specific conclusions
tional, practical units of voltage and resistandg; ande0,  can be prefaced with the general conclusion that the 1998

that are related to the volt V and ohfh by adjustment provides no evidence of problems with eittr:
K3-00 the basic theories of physics—special relativity, quantum
Vo=~V (383 mechanics, QED, the standard model, etc.(®rthe broad
J range of metrological techniques used in experiments to de-
Ry termine values of the constants: Penning-trap mass spectrom-
Qq0= Rngoﬂ' (384 etry, optical frequency metrology, optical interferometry,

. voltage and resistance measurements based on the Josephson
These equations and the 1998 recommended valugs; of 4 quantum Hall effects, etc.

andR lead to Josephson effecThe observed consistency of the values
Vgo=[1+0.43.9 x10 8]V (385 of h deduced from measurementsl()fRK, Kj, F;_go(hi),
and Fqq (see Table 1psupports the important assumption
Qgo=[1+2.24(37)x 10 8] Q, that K;=2e/h. Further, since these measurements required
(386 the use of a wide variety of metrological techniqgues—from

which show that the practical unit of voltayk, exceeds V  laser interferometry to analytical chemistry—the consistency
by the fractional amount 0.4(3.9)10 8, and the practical of the values oh also suggests that the uncertainties associ-

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



1822 P.J. MOHR AND B. N. TAYLOR

ated with these techniques are understood and have bebas the largest relative standard uncertainty by far of any of
properly evaluated. the basic constants of physics given in the 1998 CODATA
Quantum Hall effect and QEDThe values ofx inferred  set of recommended values, with the exception of &jp. It

from measurements of the diverse group of constants has long been recognized that the reason this measure of the
Rq, h/mydydwod), T g(10), If_gi(l0), Avyy, andR.,  strength of the most pervasive force in the universe is so
together with measurements doo(X), e /pap, mn/mp, poorly known is the weakness of the gravitational force com-
and u,,-/p,, are broadly consistersee Table 16 This  pared to the weak, electromagnefitectroweak and strong
consistency supports the important assumption tRat forces. Nevertheless, because of gravity’s central role in
=h/e?= uqcl2a. It also supports the validity of the QED physics, the large uncertainty & is disconcerting. One
calculations required to obtain theoretical expressionafor hopes that work currently underwégee the following sec-

a,, Avyy, Ge (H)/Ge, 9p(H)/Gp, Je (D)/ge, gg(D)/gy, O Will solve the problem.

ge-(Mu)/ge-, andg,-(Mu)/g,,-.
On the other hand, the various values ®fare not as 6.3. Outlook and Suggestions for Future Work
consistent as one would perhaps like; of special concernare . .. . .
b P b It is difficult to imagine how the rate of progress of the

those values of obtained from gyromagnetic ratio measure- 13 o ) K led fth | f
ments and from neutron/x-ray diffraction measurements. AIPES years in improving our knowledge of the vaiues o
) the constants can be sustained. The relative standard uncer-
though the causes of the differences between some of the%ﬁnties of some constants are now in the range18™ 2
values ofa and the other values are not yet known, they MaY_ | 6% 1029 and the uncertainties of most others are in
indicate that the measurement methods required to determinﬁ r 9 7 . .
- . - - . . the range X10 °<u,<1X10 ‘. One wonders if experi-

the dimensions .O.f a precision solenoid and the lattice SPaCING, e ntalists can continue to devise ever more ingenious meth-
ofg ((:jrystal 9f silicon T\re TOt fu(;'é’ Endecrjst?otd ' h ods of overcoming the limitations of electrical and mechani-

tydrogenic energy levelp andd bound-state rms Charge ., hnise and if theorists can continue to devise ever more
radii, and QED As pointed out in Sec. 4.3.1, there is a

. . _ sophisticated techniques of calculating contributions from an
systematic deviation between theory and experiment for hyéxpanding number of complex Feynman diagrams so that
drogenic energy levels corresponding to I8&Hz for

kel i our knowledge of the constants can continue to advance at
NSy, states. Its most likely causes are a difference betweefyg ¢ rent pace. Although it is obvious that this question

the proton and/or the deuteron rms charge radius predicte&nnot be answered unequivocally, the impressive level of
by the hydrogenic spectroscopic data from the values derivedpieyements of researchers in the PMFC field over the past
from scattering data, an uncalculated contribution to hydrogentry is a sound reason to be optimistic about the future.
genic energy levels from the two-photon QED correction|pgeed, there are a number of experiments already underway
that exceeds its assigned uncertainty, or a combination of th@a; it successful, will lead to values of important constants
two. with significantly reduced uncertainties. We touch upon
Nevertheless, the agreement of the valueRofdeduced  some of these experiments in the paragraphs below, in which
from all of the Rydberg-constant data with the values dewe make suggestions regarding future work based on what
duced from subsets of that dagee Table 1Bsupports the e pelieve are the main weaknesses of the 1998 adjustment.
overall validity of the QED-based calculations of hydrogenic |t is an axiom in the PMEC field that the best way to
energy levels. establish confidence in the result of an experiment or calcu-
Molar volume of siliconAs discussed in Sec. 3.10, values |ation is to have it repeated in another laboratory, preferably
of the molar volume of silicorv,,(Si) are not included as by a dissimilar method(The different results should have
input data in the 1998 adjustment because of discrepancig®mparable uncertainti@sAlthough it does not guarantee
among them. These discrepancies indicate that our undefhat an unsuspected error in a result will be found, history
standing of the FZfloating zoné crystal-growing process as shows that it is an excellent way of discovering an error if
applied to silicon and the effects of impurities, vacanciespne exists.
and self-interstitials on the properties of silicon may not yet Unfortunately, such redundancy is all too rare among the
be complete. input data of the 1998 adjustment. As seen abayd, and
Molar gas constant, speed of sound, and thermometryrR play a major role in the determination of many constants,
The two existing high-accuracy determinations Rf one  yet the adjusted value of each is to a large extent determined
from measurements of the speed-of-sound in argon using lay a pair of input data or a single input datum. These data are
spherical acoustic resonator and the other from similar meabriefly summarized below, accompanied by our related sug-
surements using a cylindrical acoustic interferometer, argestions for future work.
consistent. This agreement indicates that the complex nature Fine-structure constantn the case ofy, the two critical
of the propagation of sound in such devices is satisfactorilydata are the experimental valueafdetermined at the Uni-
understood and that the determination of thermodynamiwersity of Washington and,, the additive correction to the
temperatures from speed-of-sound measurements should teeoretical expression fa,. The uncertainty ob, is domi-
reliable. nated by the 0.0384 uncertainty of the eighth-order coeffi-
Newtonian constant of gravitatiohe current value o6 cient A(ls) as calculated by Kinoshita; it leads tgf a(th)]
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=1.0x10"°, which is about} times the uncertaintyu, 1/N,, a value ofN, with u,~2x 108 will yield a value of
=3.7x 10 ° of the experimental value. The uncertaintyeof h with nearly the same uncertainty. Although it is not yet
that can be inferred frora, is u,=3.8x 10", about times  clear that the XRCD method is capable of providing such a
that of the next most accurate value. We therefore believgalue ofh, it is the best alternate route lothat we presently
that the most important tasks regarding alpha are have. It should, therefore, continue to be vigorously pursued,
even though to achieve this uncertainty will require major
advances in characterizing near-ideal single crystals of sili-
con and in measuring their density and isotopic compaosition.

Although the route tdN, and hencén through the Faraday
constantF using the relations

(i) a second experimental determination &f with u,
<5x10°%;

(i) a second calculation &&{®) with u,<0.04; and

(i) a determination ofr with u,<5x 10" ° by an entirely
different method.

. . . . . _KJ—QORK—QO
Point (i) is currently being addressed by the University of NA—T}BO (388
Washington group(Mittlemann, loannou, and Dehmelt,
1999 and by a group at Harvard Universitpeil and Gab- CA(OM
rielse, 1999. To the best of our knowledge, poifit) is not h= K;_90Rk _90ReFoo (389

being addressed, although Kinoshita continues to check and being i tinated at PTB | . tthat i .
improve his calculation oA{®) and his assessment of its 'S 2€IN INvestigated & In an experiment that 1S équiva-

uncertainty. With regard to poirii), it could actually be lent to determiningFy in vacuum rather than in an electro-

addressed in the very near future by the experiment at Staljnyte (Glaser, 199], '.t Is i its very early stages.. Neverthgless,
ford University to obtaina from a measurement of it should also be vigorously pursued so that its potential can

h/m(*3%Cs) [see Sec. 3.11]2 beortehallstlcally'assetsstﬁd;[ like th . il watt bal
Planck constantln the case oh, the most critical datum er experments that, like the moving-corl watl balance,

is the value 0K§RK=4/h obtained at NIST using a moving- ::orgparle etlgctr|c powter W|thhme_ch?n|ca)l povve:r equiva-
coil watt balance; its relative standard uncertaioty= 8.7 en y,te ec rlcfednergly 0 metc %r]uca _enei %tyetisci m.,:’i”;j
X 10”8 is 2 times that of the next most accurate valuehpf ~©OUS Stages ot development. These include the levitated su-

which was determined at NPL also using a moving-coil Wattperconductlng body ex_perlment gt NRWUJ." etal, 1999
and an experiment using a moving-capacitor balance at the

bglance. Thus it is our view that the highest-priority taSkSUniversity of Zagreh(Bego, Butorac, and [1ic1999. Varia-
with regard toh are . ) . . S
tions of the moving-coil watt balance itself are being inves-
(i)  asecond moving-coil watt balance determinatiom of tigated at the Istituto Elettrotecnico NaziondlEN) “Gali-
with u,<9x10°8; leo Ferraris,” Torino, Italy(Cabiati, 1991 In view of the
(i)  determination of other constants such Mg and F importance ofh to the determination of the values of many
with sufficiently small uncertainties that a valuelof  constants, all of these efforts are highly warranted.
with u,<9x 1078 can be inferred from them; and Molar gas constantFor R, the key datum is the NIST
(iii) a moving-coil watt balance determination lfwith value with u,=1.8x10 ® obtained from measurements of
u~2x108 and determinations of other constantsthe speed of sound in argon using a spherical acoustic reso-
such afN, andF from which such values di can be  nator; its uncertainty is% times that of the NPL value, the
inferred. only other result of interest, which was also obtained from
speed-of-sound measurements in argon but using a cylindri-
Point (i) and the first part ofiii) are being addressed by ca| acoustic interferometer. We therefore believe that the
efforts at both NIST and NPL to significantly improve their post important tasks with regard R are
watt-balance experiments; results with relative standard un- ) o )
certainties of a few times 1@ or less are expected in several () @ second direct determination Bf with u, no larger

years. Further, a new moving-coil watt balance experiment  than 2<10°%;

that should be competitive with those at NIST and NPL hagdii) ~ determinations of other constants suchkasnd o

been initiated at the Swiss Federal Office of Metrology with sufficiently small uncertainties that a value Rf

(OFMET), Bern—Wabern, Switzerlan@eeret al., 1999. with u,~2x10"° or less can be inferred from them;
Point (ii) and the second part dfii) are mainly being ~_ and o _

addressed by the international effort to determine thdill) speed-of-sound determinations @ with u~5

Avogadro constant by the XRCD method with the smallest 10" and determinations of other constants such as

possible uncertainty in order to replace the current definition k ando from which such values dR can be inferred.

of the kilogram. The Planck constaht may be obtained

from N, from the relation Of the three critical constants, h, andR, the molar gas

constant is the most problematic; there are no other values of
cA(e)M a? R with an uncertainty as small as that of the NIST value on
= TNA' (387 the horizon from any source, let alone a value with a signifi-

cantly smaller uncertainty. As far as we are aware, the only

Since u,<8x10"? for the group of constants multiplying relevant experiment being actively pursued is the NPL deter-
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mination of o/h using electrical substitution radiometfyee Experiment and theory relevant to the Rydberg constant
Sec. 3.1% If it achieves its goal olu(c/h)=1x10"°, it  Because of limitations in the theory of the energy levels of
could provide a value oR with u,(R)=2.5x10"5 com-  hydrogen and deuterium, full advantage cannot yet be taken
pared tou,(R)=1.8x10 ° for the NIST value andi(R)  of the existing measurements of H and D transition frequen-
=8.4x 10 ° for the NPL value. Although the new NPL ex- cies to deduce a value &, . Since the uncertainty in the
periment will not really address any of the above points, it istheory is dominated by the uncertainty of the two-photon
still highly important: it does not depend on speed-of-sounccorrections, reducing this uncertainty is crucial for continued
measurements in argon, and the uncertainty of the val& of progress. Of comparable importance is sorting out the rela-
that one expects to be able to infer from it is only about 1.4ionships between the bound-state proton and deuteron rms
times larger than that of the NIST value. charge radii and those obtained from scattering data. Im-
A possible approach to improving our knowledgeRfs  proved experimental determinations of these radii would be
for metrologists at the national metrology institutes to joinof great help in this regard; such a result for the proton radius
forces in an international collaborative effort much like thejs expected from the determination of the Lamb shift in
effort now underway to improve our knowledgef . Per-  myonic hydrogen by an international group at RBaqqu
haps the CCM Working Group on the Avogadro Constanigt 51, 1999. Of course, results from additional high-
(see Sec. 3.J0can serve as a model for a CCT Working accuracy measurements of transition frequencies in H and D
Group on the Molar Gas Constast(tQT is the abbreviation g always of value.
of the ComiteConsultatif de Thermonige of the CIPM. In Experiment and theory relevant to the magnetic moment
view of the key role played by in the determination of  5nomaly of the muorThe uncertainty of the theoretical ex-
important thermodynamic and radiometric consta_nts .s.uch Sression fora, is dominated by the uncertainty of the had-
K, @, Vin, C, andb, such an effort would be well justified. ;0 contributiona,(had), which in turn is dominated by
Our discussion of, h, andR can be summarized as fol- o ncertainty of the cross section for the production of
lows: In the next few years, work already well underway has,,qrons in &e~ collisions at low energies. Because at
the possibility of confirming the 1998 recommended values, oot the theoretical value af has a significantly smaller

of these constants, and hence the values of Fh? many oth Hcertainty than the experimental value, the 1998 recom-
constants deduced from them, as well as providing values ended value of. is the theoretical value. This means that
W ' )

é?ggax;hegnﬁrt:ém'se ScﬁbnoeL& tlrgle seg]c;‘zz r? f t'r|1|ele1a%98 at least for the moment, to advance our knowledgea of
vales. su W vai . Wi requires an improved measurement of the cross section. Such
to new values of many other constants with comparably re- . .
L N . measurement is also required to test the standard model
duced uncertainties, thereby continuing the rapid progress q . . .
rough the comparison of the theoretical valueagfwith

the past 13 years. R . : .
- . . the significantly improved experimental value anticipated
Although confirming and reducing the current uncertain- . :
from the ongoing muo —2 experiment at Brookhaven Na-

ties of @, h, and R through improved measurements and . :
calculations would have the greatest impact on advancin#gIOnaI Laboratory, which could eventually produce a result

our overall knowledge of the values of the constants, con-o" @ with an uncertainty comparable to that of the best

firming and reducing the uncertainties of other constant?nt'c'pated theoretical result. How a more accurate value of

would also have significant benefits. We address this issurtge Cross section can be obtained atdriactory DAGNE of

with the following comments the Laboratori Nazionali di Frascati, Italy is described by
Josephson and quantum Hall effecéthough the current SPagnolo(1999. _
experimental and theoretical evidence for the exactness of EXPeriment and theory relevant to magnetic moment ra-
the relationsK ,=2e/h and Ry=h/e?=u.c/2a is quite tios. Measurements of various magnetic moment ratios such
strong, efforts by both experimentalists and theorists to in@S e (H)/up(H) and un/w, and theoretical calculations of
crease this evidence are encouraged. Soundly based qua,{:tp_und—state corrections for those measurements carried out
tative estimates of the limitations of these relations are espdl 8loms are to a large extent responsible for the recom-
cially of interest. mended values of such important constantsas/u,,
Relative atomic masse®f the basic particles e, n, p, d, h, /’LP/IU“N_a Ml pp, :“r'w./:““N’ M4, etc. However, in each case
and a, the relative atomic mass of the electrag(e) is the there is only one input datum available—other values are
least well known; its uncertainty is,=2.1x 10~ ° compared  SImply not competitive. Additional measurements are clearly
to, for example, the uncertainty,=1.3x10" 1 of A(p). called for, we would hope with smaller uncertainties, so that
BecauseA,(e) enters the expressions from which a numberour knowledge of these important constants can advance.
of constants are derived, for example, those for the energurrent work at NPL associated with its helion NMR pro-
levels of hydrogenic atoms, in order to fully use the antici-gram(see Sec. 3.3)7hould in fact lead to better values of
pated advances in the measured and calculated values gt (H)/up(H) andue (H)/uy, but this is the only effort of
various quantities, an improved value Af(e) with an un- its type of which we are aware. When such improved results
certainty of sayu,=2x 10 ° will be necessary. Moreover, become available, it may be necessary to improve the calcu-
there is only one high-accuracy input datum relatedf®) lation of bound-state corrections so that full advantage can
currently available. be taken of their small uncertainties.
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Experiment and theory relevant to the muonium hyperfindoer of experiments that should achieve this level of uncer-
splitting. The existing measurements of the frequencies ofainty are well underway.
transitions between Zeeman energy levels in muonium pres- In summary, two broad conclusions can be drawn from
ently have uncertainties such that the valuexdahat can be this review: The first is that the uncertainties of the values of
obtained by comparing the experimentally determined valuéhe fundamental constants have been reduced to a remark-
of Avy, with its theoretical expression has a relative stan-ably low level by extraordinary research in the recent past.
dard uncertainty ofi,=5.7x 10~ 8. This uncertainty is domi- The second is that there are numerous and challenging op-
nated by the uncertainty of the value mf/m, that can be portunities for both experimentalists and theorists to make
deduced from the measurements. On the other hand, the eikoportant contributions to the advancement of our knowl-
perimental value ofAwy,, which has an uncertainty,  €dge of the values of the fundame.‘r}tal constants in .the fqture.
=1.1x10°8, together with its QED-based theoretical ex- The reason that these opporFun|t|es must pe seized is, of
pression and the most accurate individual valuegfelds a ~ COUrSe, no mystery; as F. K. Richtmy@932 said nearly 70
value for this mass ratio whose uncertainty is dominated by€ars ago,"... the whole history of physics proves that a
the uncertaintyu,=2.7x 108 of the theoretical expression. MW discovery is quite likely to be found lurking in the next
Thus reduction of this uncertainty by an order of magnitudedeCImaI place.
through improvement in the theory would lead to a reduction
in the uncertainty of this important ratio by nearly a factor of 7. Acknowledgments
3. We believe that this is motivation enough to improve the ) ) ]
theory. However, such theoretical advances might also Wg_smcerely thank our many colleagues in the field of
stimulate new efforts to improve the transition-frequencyprec's'on measurement and fundamental constants for an-

measurements, the end result of which could be a highl?wgr'n? c:u:. myn:td que;;ons regart?tlng Fheltr ?xperllmert;ts
competitive value ofx from muonium. and calculations, for providing us results prior to formal pub-

Theory of hydrogen hyperfine splittinfjo take advantage "C"’?“O”' and for edugatllng us on a vanety O.f _toplcs with
L 3 which we had only a limited familiarity. Their willingness to
of the phenomenally small uncertainty=7Xx 10"~ of the . : .
: . . . do so has made this paper possible. We particularly thank
experimentally determined value A, to derive a competi- . . .
. . : . . both Jonathan D. Baker for his technical advice, support, and
tive value of @ will require major theoretical work. Most

) . o critical reading of the manuscript and E. Richard Cohen for
important at present is the contribution A, of the polar-

izability of the proton|8,,| <4X10°°. In view of the great his incisive comments.
potentialAvy, has in providing a highly accurate value @f

any improvement in its theoretical expression would be of
value. Appendix A. Theory Relevant To The Rydberg

Experiment and theory relevant to the fine structure of Constant

“He. Measurements and theoretical calculations of the tran-
sition frequencies corresponding to the differences in energg
of the three 3P levels of*He currently underway have the

8. Appendices

This appendix gives a brief summary of the theory of the

nergy levels of the hydrogen atom relevant to the determi-
. . . - nation of the Rydberg constaf®,. based on measurements
pOte[‘E,'a' of gventually prowdmg a value af with u,~5 of the frequencies of transitions between those levels. It is an
X 10"°. In view of the importance of such a value, both . . .

. ) SR updated version of an earlier review by one of the authors
experimental and theoretical work in this area warrants Sus('Mohr 1996. For brevity, references to most historical
tallr_:led effort. d th | he Bol works are not included.

xperr:ment an th eorylre evant to the . oLzmanln CON" The energy levels of hydrogen-like atoms are determined
stant The route to the molar gas constaivia the Boltz- iy by the Dirac eigenvalue, QED effects such as self

mann constank was not specifically mentioned in our dis- onerqv and vacuum polarization, and nuclear size and motion
cussion ofR in the earlier part of this section, because thegects. We consider each of these contributions in turn.

possible routes té& are problematic. Of the two approaches  athough the uncertainties of the theoretical contributions
described in Sec. 3.15, thele molar polarizability/dielectric to a particular energy level are independent, in many cases
constant gas thermometry method would seem to be the Mog{e yncertainties of contributions of the same type to differ-
promising. Although major advances in both theory and exunt energy levels are not independent gnthinly for S
periment are required in order to use it to obtain a competistates vary as 1°. (Note that for historical reasons, contri-
tive value ofk and henceR, they seem to be within the putions that vary as 7 are called “state independeni.As
realm of possibility.[On the experimental side, see, for ex- discussed at the end of this Appendix, in such cases we take
ample, Moldover(1998.] Thus we encourage continued the- the covariances of the theoretical expressions for different
oretical and experimental work in this field. energy levels into account. To facilitate the calculation of
Newtonian constant of gravitatiofs discussed in detail covariances, we distinguish between two types of uncertainty
in Sec. 3.17, the present situation regard®és quite unsat- components for each contribution to an energy leugland
isfactory; new measurements witlh~1x 10" ° are critically ~ u,. For a given isotopéH or D), an uncertaintyu,/n? is
needed. Fortunately, as also discussed in that section, a numssociated with an uncalculated tetar termg of the form
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-1/2

A(L,j)/n®, whereA(L,j) is a particular but unknown con-
: (A4)

Za)?
stant for a set of levels, L, j for a given L and and anyn f(n,j)= (ze) >
(L=S, P, ..). An uncertaintyu,, /n® is associated with terms (n=94)
of the form B(n,L,j)/n%, whereB(n,L,j) is an unknown M=ms+my, and m=memy/(me+my) is the reduced
function ofn. The former lead to nonzero covariances whilemass.
the latter do nofthe B(n,L,j) are assumed to be indepen-

deni, except possibly for the same energy levels of different o ) ) ) )
isotopes. In addition, many of the contributions to the theo- Relativistic corrections to EJA3) associated with motion

retical expression for a paarticular energy level of H or D areof the nu_cleus are considered relativistic-recoil correct_ions.
the sameexcept for the effect of the mass difference of the "€ 1eading term, to lowest order @a and all orders in
nucle) and thus in general no distinction is made in the textMe/Mn is (Erickson, 1977; Sapirstein and Yennie, 1990
between their uncertainties. In those few cases where the m (Za)®
uncertainties are independent, we so indicate. The level of Eg=—— —5 M
uncertainty in the theory of current S states corresponds to MMy 7N
values ofug/h in the range 1 kHz to 100 kHz and to values

of uy/h in the range 1 kHz to 10 kHz. In fact, as discussed X 15|0In(Za)‘2— 8 Inko(n,1)— l(glo_
below, uy/h exceeds 10 kHz only for the two-photon correc- 3 3 9
tion. Uncertainty components of interest in the theory of the

difference between the 1S-2S transition frequencies in hy- 2 S [mz |n(ﬂe) —mzln(%”
drogen and deuterium are also at the level of 1 kHz to mrle—mz 107N €

10 kHz. In keeping with Sec. 1.3, all uncertainties discussed

in this and the following three appendices, including thoseVereé

due to uncalculated terms, are meant to be standard uncer- 1- 6

tainties. an=—2{ln n I[(I+1)21+1)°
1. Dirac Eigenvalue (A6)

The binding energy of an electron in a static Coulomb To lowest order in the mass ratio, higher-order corrections
field (the external electric field of a point nucleus of chargein Za have been extensively investigated; the contribution of
Ze with infinite mas$ is determined predominantly by the next order inZa can be written as
Dirac eigenvalue

1+

2. Relativistic Recoil

2

7

3%

. (A5)

r r

e

2
Siot

n
1 1
+i21i_+1_ﬁ

me (Za)®
(Za)? | Er= - —M«cDeo, (A7)
Ep=|1+ | mg? (A1) von

(n=9) where

wheren is the principal quantum number, -
5=|x|=[x*=(Za)*1* (A2) Deo=4In2—5 for nS,;,
and « is the angular momentum-parity quantum number ( (A8)
=-11-22-3 for Sy, Py, P32, D3, and Oy, states, _ I(d+1) 2
. . . . D60_ 3_ r |21,

respectively. States with the same principal quantum num- n?  |(412—1)(21+3)

i _1
ber n and angular .momentum quantum numg)erlxl 2 and the contribution to the 1S state-is7.4 kHz. The result
have degenerate eigenvalues. The nonrelativistic orbital ans . s states was first obtained by Pachucki and Grete85
gular momentum is given by=|«+ 3| — 3. (Although we  ang subsequently confirmed by Eides and Grei@979. It
are interested only in the case where the nuclear charge is s supported by a complete numerical calculation to all or-
we retain the atomic numberin order to indicate the nature gers inZ«, which gives— 7.16(1) kHz for the terms of or-
of various terms. _ _ _ der (Za)® and higher for the 1S state @=1 (Shabaev

Corrections to the Dirac eigenvalue that take into accoungt g|, 1998. Because of this consensus, we do not take into
the finite mass of the nucleusy are included in the more gccount two other results, 2.77 kHz ard.6.4 kHz, for the
general expression for atomic energy levels, which replacegame contribution(Elkhovskii, 1996; Yelkhovsky, 1998
Eqg. (A1) (Barker and Glover, 1955; Sapirstein and Yennie,The expression foDg, for P states was first obtained by

1990: Golosovet al. (1995, and the general expression for &ll
m2c2 =1 given in Eq.(A8) was obtained by Elkhovskii1996.
Em=Mc?+[f(n,j)—1]Imc?—[f(n,j)— 1]22f_M We include the result of Elkhovski1996 for states withl
>1 even though we do not consider the corresponding result
1-68, (Za)*mic? for S states, because the ambiguity associated with the short-

(A3) distance behavior of the relevant operators that leads to the
disagreements for S states is not present in the contributions
where for I=1.

k(21+1)  2ndmz
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The all-order results of Shabaeval. (1998, expressed in of this contribution, the value for the 1S state is
their notation, are —21.238) kHz (Friar, 1998. In addition to this deuteron
polarizability, the polarizability contributions of the constitu-

6
ER:E (Za) <2 AP(Za) , (A9) ent particles, —0.071(13) kHz from the proton and
My nd mZa —0.061(12) kHz from the neutron for the 1S state, should be
where taken into account, although the contribution of the proton
polarizability to the H-D isotope shift vanishékhriplov-
—0.016163) 1Sy, ich, 1998; Friar, 1998; Pachucki, 199&s for hydrogen, we
AP(a)={ —0.016175) 2S, (A10)  assume that the effect is negligible in highestates.
0.007721) 2Py, In summary, the results for deuterium as well as hydrogen
are

These are the values that we use for these stétege that
for the 2R,, state we have added an explicit uncertainty to Ep(H)=—0.07% 13)h%kHz
the originally quoted number 0.007 72 to reflect its implied nd
uncertainty)
On the other hand, no all-order calculation exists for states Ex(D)=—21.378)h @ KHz. (A11)
for n=3. Since the theoretical expression g, for S states n3

in Eq. (A8) is independent o and the complete calculated i qugh we include these contributions to the energy levels,

values in Eq(A10) for n=1 andn=2 are nearly equal, we \ys qq not include their uncertainties because they are negli-
take the valueA P(a)=—0.016 17(5) for all higher S states.

ible.
By similar reasoning, since the general expression in qu
(A8) for =1 is only weakly dependent om, we take the 4. Self Energy
value AP(«)=0.007 72(1) for the 2R, state andAP(«) The second-ordelin g, first-order ina) level shift due to

=0.007 72(10) for all other f» and Ry, states, where the the one-photon electron self energy, the lowest-order radia-
uncertainty is expanded to reflect the approximate nature dfve correction, is given by

the value[We do not use the resultP(a)=0.0075(4) for a (Za)*

the P, state obtained by Artemyev, Shabaev, and Yerokin EQ=——~F(Za)mc?, (A12)
(1995 because of its large uncertaintyzor D states, we use Ton
the contribution given by EqA7) and the general expres- where

sion in Eq.(A8) with a relative uncertainty of 1 % to account _ 2

for higher-order terms iZ«, guided by the P state all-orders F(Za)=Auln(Za) "+ At Aso(Z)
calculation. Higher-order terms im,/my beyond Eq.(A5) +Agp (Za)2IN?(Za) %+ Agy (Za)2IN(Zax) 2
are expected to be negligible at the level of uncertainty of

current interest[See, for example, Boikova, Tyukhtyaev, +GseZa) (Za)?, (A13)
and Faustov1998]. In fact, all of the relativistic-recoil un- with (Erickson and Yennie, 1965

certainties discussed in this section are negligible at this level

and are not included in our calculations. A41=§ dio
4
3. Nuclear Polarization Ag=— 3 Inko(n,l)+ 5 Sio— m(l— d10)
Another effect involving specific properties of the nucleus, 139
in addition to relativistic recoil, is nuclear polarization. It 50~ | 35 —2In2]mdio (A14)

arises from interactions between the electron and nucleus in
which the nucleus is excited from the ground state to virtual As2= 1o
higher states.

This effect has been calculated for hydrogen for the 1S Ag=|4| 1+ %+---+ E) + é—8ln 2—41Inn
state by Khriplovich and Sen’koy1998, who find Ep/h n
=—0.071(13) kHz, and is currently of marginal signifi-

- 601 1\/2 1
cance. Forn S states we employ that value multiplied by - —— |8+ 1 _) — 4125 1) Si1
1/n3, since it is mainly proportional to the square of the 180 45n? n2/115 3712
wave function at the origin. We take the effect to be zero in )
states of highet. N 96n°—32(1+1)

For deuterium, the effect is much larger. A recent calcu- 3n%2(21-1)(21)(21+1)(21 +2)(21 +3)
lation by Friar and Payn€19973, which includes correc-
tions that go beyond their unretarded-dipole approximation X(1=dio).

calculation(Friar and Payne, 199Y,cgives 18.587) kHz for ~ [As usual, the first subscript on tiés in Eq. (A13) refers to
the 1S—2S transition. Because of the near® dependence the power ofZa and the second subscript to the power of
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TaBLE 32. Bethe logarithms Iky(n,l) relevant to the determination .. . TasLE 34. Values of the functioﬁ;ﬁ,lg(a).
n S P D n Sz P12 Psj2 Dz D52
1 2.984 128 556 1 -0.618724
2 2.811769 893 —0.030 016 709 2 -—0.808872 —0.064006 —0.014132
3 2.767 663 612 —0.038 190 229 —0.005 232 148 3 —0.814530 —0.075859 —0.016 750 —0.000 000 —0.000 000
4 2.749 811 840 —0.041 954 895 —0.006 740 939 4 —0.806579 —0.080007 —0.017666 —0.000000 —0.000000
6 2.735 664 207 —0.045 312198 —0.008 147 204 6 —0.791450 —0.082970 —0.018320 —0.000000 —0.000 000
8 2.730 267 261 —0.046 741 352 —0.008 785 043 8 —0.781197 —0.084007 —0.018549 —0.000000 —0.000 000
12 2.726 179 341 —0.047917 112 —0.009 342 954 12 -0.769151 —0.084 748 —0.018 713 —0.000 000 —0.000 000

In(Za) 2] Bethe logarithms liky(n,l) that appear in Eq. . _— .

(A14), needed for this and possibly future work, are given in The uncertainty of the self energy contribution to a given

Table, 32(Drake and Swainson, 1980 ’ level arises entirely from the uncertainty 6 «) listed in
The functionGsg(Za) in Eq. (A13) gives the higher-order 12Ple 33 and is taken to be entirely of typg.

contribution (in Z«) to the self energy. The low&- limit of

this function,Gsg(0)=Agg, has been calculated for various

states by Pachucki and othegRachucki, 1993b; Jentschura 5. Vacuum Polarization
and Pachucki, 1996; Jentschura, Soff, and Mohr, 199al- o )
ues for the function aZ=1, Gsg{«), are given in Table 33.  1he second-order vacuum polarization level shift, due to

For the 1§, state the value in the table is based on a direct® creation of a virtual electron—positron pair in the ex-
numerical evaluationJentschura, Mohr, and Soff, 1999 ¢change of photons between the electron and the nucleus, is

and for the other states the values are based on extrapolation a (Za)*
to Z=1 of numerical values folGg(Za) calculated at E@=— ——H(Za)m?, (A15)
higherZ (Kotochigova, Mohr, and Taylor, 1999; Mohr and m™on

Kim, 1992; Mohr, 1992 The extrapolations for P states take where the functionH(Z«) is divided into the part corre-
into account the values @&sg(0) when known. Similar ex- sponding to the Uehling potential, denoted here by
trapolations ofGsg(Z«@) to Z=1 and 2 for states witm ~ H(1)(Za), and the higher-order remaindeH(®(Za)

=1 and 2 based on earlier numerical calculations have beea H®)(Za) +H®)(Za) +- -, where the superscript denotes
done by van Wijngaarden, Kwela, and Draké991). the order in powers of the external field. The individual
Karshenbim, (1994 has done extrapolations Io=1 for the  terms are expanded in a power serieZn as

1S,,,—-2S,, difference and for the f2 state, obtaining results ) _ 5 >
slightly different from those given in Table 33. We use the H™(Za)=Caot Cool Za) +Coi(Za) In(Zar)

values in the table because of their broader coverage and +G§,1P)(Za)(Za)2 (A16)
better agreement with the independent semianalytic calcula- .
tions atZ=0. These values are also in agreement with earlier H®(Za)=GR(Za)(Za)?, (AL17)

results of Mohr(1996. with
The dominant effect of the finite mass of the nucleus on

the self energy correction is taken into account by multiply- Ca0=— 000
ing each term ofF(Za) by the reduced-mass factor 5
(m,/my)3, except that the magnetic moment term Cso= 2540

—1[2k(21+1)] in Ay is instead multiplied by the factor
(m,/mg)2. This prescription is consistent with the result for
P states obtained by Goloset al. (1995. In addition, the  The partG{}(Z«) arises from the Uehling potential, and is
argument Za) ~2 of the logarithms is replaced byr(./m;) readily calculated numericallyMohr, 1982; Kotochigova

X (Za)~? (Sapirstein and Yennie, 1990 et al, 1999; values are given in Table 34. The higher-order
remainderG{{J(Z«) has been considered by Wichmann and
Kroll, and the leading terms in powers ffx are(Wichmann
and Kroll, 1956; Mohr, 1975; Mohr, 1983

Ce1= — 15910- (A18)

TaBLE 33. Values of the functioG g «).

P P D D
n Sz 112 312 312 512 Gg/%)(za):(%_ L72) 8,6
1 —30.29024(2)
2 -3117(3) -0.98(1) —0.48(1) + (15— mopom)m(Za)djo+---. (AL9)
3 —31.01(6) -1.13(1) -0.57(1) 0.00(1)  0.00(1)
4 —30.87(5) —-1.17(1) -0.61(1) 0.00(1) 0.00(1) Complete numerical calculations bf(Z«) have been done
g —gg-gggg; —1-2323; —8-2353; 8-8851; 8-888; to all orders inZa for high Z, and those results are consis-
-30. —1.25(4) —0.64(4 .00(1 . ; P
12 _3077(13) _128(6) —066(6) 000(1) 0.00(1) tent with the lowZ expression in Eq(A19) (Johnson and

Soff, 1985. The uncertainty in the vacuum polarization con-
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tribution is due to higher-order omitted terms that are esti- a\?(Za)*
mated to contribute X (Za)? in Eq. (A19) and hence is E(SAE):(_) 3 mec?
negligible n
In a manner similar to that for the self energy, the effect of 49 4819
the finite mass of the nucleus is taken into account by mul- X|2m?In2— mﬂz— 1296 35(3)}&0, (A24)

tiplying Eq. (A15) by the factor (,/my)® and including a _ _
multiplicative factor of (n./m,) in the argument of the loga- @ Magnetic moment correction

rithm in Eq. (A16). 2(Za)?
: N @ _ (2@
There is also a second-order vacuum polarization level Eyg,= p 3 M
shift due to the creation of virtual particle pairs other than the n
e"e” pair. The predominant contribution foiS states arises 1 197 3
+ — . . . . - 2 _ 2_ - _ - -
from w"w™, with the leading term beingKarshenboim, X 5T In2 " 144 4g”(3) (211 1)’
1995
(A25)
E®?) =3(Za)4 —i) Me i M 3m c?. (A20) d larizati ti
Y 15/l m, ) [, M and a vacuum polarization correction
2 7 )4 2
. - y_[a| (Za 2
The next-order term in the contribution of muon vacuum EGR=|— 3 M| — 37 S0, (A26)
n

polarization tonS states is of relative ordetam./m, and

is therefore negligible. The analogous contributionwhere( is the Riemann zeta function. The total g, is
E@), from 1~ (— 18 Hz for the 1S stajds also negligible

at the level of uncertainty of current interest. Byo=|2m2In2— ﬂwz_ 6131_ 3¢(3)| 61
For the hadronic vacuum polarization contribution, we 4 108 1296
take the recent result given by Friatral. (1999 that utilizes 1 197 3
all available €€~ scattering data: +=min2— —m?— ——— —{(3)| ———r
2 12 144 4 k(21+1)"

Efzy ve=0.67A15)ER), (A21) (A27)

The terms of orderd/m)?(Za)°mc? that give rise tdBs,
can be divided into two classes depending on whether the

where the uncertainty is of typ&,. This result is consistent
with but has a smaller uncertainty than earlier res(fisar

etal, 1999. ) ) . . corresponding Feynman diagrams do or do not have closed
_ The muonic gnd hadronic vacuum polarization Cont”bu'electron loops. The former category giv@achucki, 1993a;
tions are negligible for P and D states. Eides, Grotch, and Shelyuto, 1997

(4)— f ; (Za)s 2
EW —-mcY[2.71061410)]50, (A28)
6. Two-Photon Corrections ™ n

while the latter category givetEides and Shelyuto, 1995;

Corrections from two virtual photons, of order, have Pachucki, 1994

been calculated as a power serieZim:

2(Za)* e[ 2) 2 24 266831)15,. (A29
o a =| — —
E(4)=(;> Mm@ Za), (A22) N ) T3 MeC —24.266831)]5)0. (A29)
n
By combining these results, one obtains
where
Bso= —21.556131) 6. A30
F4)(Za)=B4ot By Za) + Beg(Za)2In3(Za) ~2 50 13140 (A30)
- . The next coefficient, as obtained by Karsheinbo
+BeZa)IN™(Za) "+ (19933, is
=Byt (Za)G*(Za). (A23) 8
: ’ 5 ’ Bes= — 57 l0- (A31)
Because the possible ternBy(Za)In(Za) %, Beo(Za)?, 7

and higher-order terms are essentially unknown, they are ngf 155 peen confirmed by Pachudkio98, provided the as-

included in !Eq.(A_23), although fragmentary information sumptions made by Karsheribo(19933 are employed. The
about Bg; exists (Eides and Grotch, 1995a, Karshefo  (orm arises from a single diagram, which we labgl, con-

1996; Mallampalli and Sapirstein, 1996; Mallampalli and Sa‘sisting of two self-energy loops, and we def‘ﬁé‘})(za) to

pirste.in, 1998. Uncertainties tq acco.unt for omitted terms pq the part of5()(Z«) that corresponds to this diagram. It is
are discussed at the end of this section. given by

The level shifts of order 4/m)?(Za)*mc? that give rise
to B4g are well known and are characterized as a self-energy G(/‘})(Za):2299 5360~ = 80(Za)IN3(Za) "%+,
correction (A32)
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where for nP states, and by
B{,=2.29953 (A33) Buo (A40)

is the portion ofBg, corresponding to this diagrafthe dia- for states with >1. As in the case of the orderself-energy
gram makes no contribution ®,q: BZ(/):O)- On the other and vacuum polarization contributions, the dominant effect
hand, Mallampalli and Sapirsteifl998 have done a nu- Of the finite mass of the nucleus is taken into account by
merical calculation ofG))(Za) for the 1S state for various Multiplying each term of the two-photon contribution by the
values ofZ to all orders inZa. From their results, they reduced-mass facton(/m)?, except that the magnetic mo-
obtain an estimate foBg; which differs from the value in ment term, Eq.(A25), is instead multiplied by the factor
Eq. (A31). Moreover, the calculated contribution of the dia- (M;/mg)®. In addition, the argumentZ)~? of the loga-
gram atZ=1 is negative, while the lowest-order te, is  fithms is replaced byrti./m,)(Za) .
positive, which could be taken as a possible indication of the The uncertainties associated with the two-photon correc-
necessity of an all-orders calculation. Mallampalli and Sations in addition to those given in EqeA30) and (A35) are
pirstein (1998 obtainedG‘)(a)=—2.875), in contrast to ~ as follows:
the vaIueG(/‘})(a)=0.24 ... in EQ.(A32). More recently, nS states: The leading uncalculated term is the con&ant
Goidenkoet al. (1999 have calculated the contribution of N Bez [See Eq(A36)]. Based on the relative magnitudes of
the same diagram and obtain a result consistent with théhe coefficients of the power series of the one-photon self
coefficient in Eq(A31), although they do not give values for €nergy and the calculated coefficients of the two-photon cor-
Z=1 or 2, because the numerical uncertainty is too largel€ctions, we take&C=0 with uy(C)=5. We expect that this
They find that for 3<Z<20 their results can be fitted by the Will also account for the uncertaintieg(Bs;) and ug(Bsgo)
function due to the fact that the coefficieriBy,; andBgg are uncalcu-
lated. Thus we havey(Bgy) = £ andu,(Bgy) =0. (In gen-
GY(Za)=2.29953- 7 (Za)In*(Za) ? eral, we shall assume that a reasonable estimate for the un-
—[1.01)](Ze)In¥(Za) 2, (A34) certainty of the first uncalculated term is sufficiently large to
account for the uncertainty of higher-order terms, which is
which givesG!)(a)=—0.47 atZ=1. In view of the dis- consistent with the known results for the one-photon dia-
agreement of these values®f})(«), for the purpose of our  grams) The first two-photon component of uncertainty of the
evaluation, we take the average of the two extreme result§pe u,, evidently isu,(Bg;). As suggested by the value of
above (—2.87 and 0.24 with an uncertainty of half their ¢, difference BeN=1)—Bgy(n=2)= LIn2—

difference: =-1.1..., and thepattern of values of the one-photon

GW(a)=—1.31.6), (A35)  power-series coefficients, we takg(Bg;) =2 for this com-
ponent of uncertainty. The uncertainty of the two-photon

where we assume art/ scaling to obtain values fonS  contribution is by far the dominant uncertainty for the 1S
states other than 1S, as done by Mallampalli and Saplrstelgtate:uolhzgg kHz andu,/h=2 kHz.

(1998. nP states: Based on the calculated value Bgs in Eq.
For S states the coefficielg, has been calculated to be (A37) and the one-photon power-series pattern, we take
(Karshenboim, 1996b Uo(Bg1) = 0.2 andu,(Bg;) =0.02.
16 1 1 nD states: Beca}use there is no information regardigg _
Befg C+y(n)—Inn— ﬁ+ H ., (A36) for D states, we simply take the P-state values as uncertain-

ties for the corresponding D-state uncertaintieg(Bg,)

where is the psi function/Abromowitz and Stegun, 1965 = 0-1 @ndun(Be) =0.01.

and C is an unknown constant independentrofonly the _
differenceBg,(1) — Bgy(n) was calculatel For P states the 7. Three-Photon Corrections

calculated value igkarshenboim, 1996b Corrections from three virtual photons, of ordet, have

4 n2-1 not been calculated, although an isolated term has been con-
862:2_7 — (A37)  sidered(Eides and Grotch, 199haPresumably they take the
n form
There is no calculation dBg, for D states. a\3(Za)
In summary, the two-photon contribution is calculated (6) ( ) M Tyt -1, (A41)
from Eq. (A22) with F®)(Za) approximated by m
Buo+ (Za)(Bgg— ng)Jr(Za)G(/f})(za) in analogy with the two-photon corrections. To accour_wt for
such uncalculated terms, we taRgg to be zero but with
+BegZa)?IN*(Za) 2 (A38)  standard uncertaintiasy(T40) =1 andu,(T,)=0.01, based

on the values of the one- and two-photon contributions.
These values are taken for all states, because the two-photon
Baot+ Bex(Zar)?In?(Za) 2 (A39)  contribution is comparable for all states.

for nS states, by
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8. Finite Nuclear Size C,=0.465457 . .. (A50)

At low Z, the leading contribution due to the finite size of The variations ofC, and C, are less than 0.16 and 0.06,
the nucleus is respectively, between the Gaussian distribution and either
the uniform or the exponential distribution. For deuterium

(0)_
Ens=&nsdio, (A42) e take the results given by Friar and Payh@97h, which
where lead to(Friar, 1998
2(m/\3(Za)? ZaRy\? c,=20 (A51)
NS:§ _f> 3 mec2 X ) ; (A43)
Me/ c C,=0.3833), (A52)

Ry is the bound-state root-mean-squémas) charge radius  where the uncertainty of, simply indicates the spread in
of the nucleus andic is the Compton wavelength of the values resulting from various potential models for the deu-
electron divided by 2. The bound-state rms charge radiusteron.
Ry is defined by the formulation in this Appendix and, ex-  For the R/, states in hydrogen we hayEriar, 1979b
cept for the proton, differs from the scattering rms charge 0 o
radiusry . (The difference in the conventional definitions of (Za)"(n"—1)
ry for the proton and deuteron and its significance is dis- 4n? '
cussed later in this sectigrilhe leading higher-order contri-
butions have been examined by Fria®79h with the fol-
lowing results:

For S states the total contribution is

Ens=Ens (AS3)
For Py, states and D states the nuclear-size contribution is
negligible.

As alluded to above, the conventional definitions of the
scattering rms charge radiug of the proton andy of the
Ens=Ens(1+ 7+ 0), (A44)  deuteron differ. For hydrogen, the nuclear-size effects are

. . R - . val with
where 7 is a correction of nonrelativistic origin andis a evaluated wit

relativistic correction. Fria1979h gives general expres- Ry="p. (A54)
sions for these corrections in terms of various moments of ) )

the nuclear charge distribution. The values of the correction§!OWeVver. in the case of the deuteron, the Darwin—Foldy
depend only weakly on the model assumed for the distribu!PF) contribution

tion. The expressions foy and 4 are (Za)*m3c?
_ r
m, ZaRy Epr= Py b0, (A55)
=-C,— (A45) N
K Tme Ac
N which appears as the term proportional&g in Eq. (A3), is
and included in the definition of 4 (Friar et al, 1997. Conse-
0= 0y+ 0, (Ad6) quently, for deuterium the nuclear-size effects can be evalu-
ated with
where
m, ZaR R= /2 | e 27@ (A56)
0p=(Za)? —|n(—r N+c, (A47) a " alm, 7C
me Ac
and to avoid double counting of the DF contribution. Alterna-

tively, one could tak&, equal tor ; and omit the DF term in

) (5n+9)(n—1) Eqg. (A3). We take the former approach in the 1998 adjust-
0h=(Za)"| Inn—=14(n) —y+ T . ment, because it is consistent with the existing atomic phys-

ics bound-state literature and with a nuclear-size contribution

(A48) i - .

_ _ to energy levels that vanishes for a finite-mass point nucleus.

In the latter expressiony=0.57725 ... is Euler's con- The uncertainty in the finite nuclear-size contribution,

stant. The quantitie€,, andC, are numerical constants that apart from that of the value d®y, is assigned as follows:

contain all of the model dependence. The tefgis inde- nS states: The uncertainty associated with the model de-

pendent ofn and gives the largest correction due to thependence of the nuclear charge distribution gives the largest
model-independent logarithm. Thedependent ternd, is  contribution of typeu,. For hydrogen, a reasonable estimate
model independent. This latter term has been confirmed bis uy(C,)=0.1 anduy(C,;)=0.04 based on the difference

Karshenboim(1997a. _ ~ between the Gaussian and uniform models. For deuterium, as
For hydrogen we assume a Gaussian charge distributiofioted by Friar and Payr@997h, the uncertainty quoted for
for the proton, which gives C, could be larger than the value in EGAS2) if various
aspects of the charge distribution model of the deuteron were
16 . o i
— ~1.7 (A49) changed. To allow for this variation, we consider the uncer-
7 33w taintiesuy(C,) andug(Cy) to be the same for deuterium as
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for hydrogen. However, the uncertainty arising from these For the uncertainty, we take the next term, which is of
values ofug as well as from omitted higher-order uncalcu- relative ordeiZ«, with numerical coefficients 100 far, and
lated terms, such as63, is negligible. Becausé, is model 10 for u,. These coefficients are roughly what one would
independent, the uncertainty, is due entirely to omitted expect for the higher-order uncalculated terms, where the
higher-order uncalculated terms. Nevertheless, since sudhrge coefficients arise from terms of ordef(Fw) 2 and
terms are negligible at the current level of interest, we takdn(Za) 2. We note that this uncertainty estimate is larger
=0 in both hydrogen and deuterium. than the difference between the results of Bhatt and Grotch
nP;, states: The expression for th®,,-state contribution (1987 and Pachuck{1995.
given in Eq.(A53) has no model dependence, and omitted
higher-order uncalculated terms are negligible. We therefore 11. Nucleus Self Energy
takeug=u,=0.
In summary, the uncertainty of the nuclear-size contribu- An additional contribution due to the self energy of the

tion, apart from that due to the rms radius of the nucleus, igiucleus has been given by Pachu(l®995:
negligible.
g1 472a(Za)* m? ,
ESEN:? ")
9. Nuclear-Size Correction to Self Energy and Vacuum mn my
Polarization

x| In (A60)

In addition to the direct effect of finite nuclear size on

energy levels, its effect on the previously discussed self en-
ergy and vacuum polarization contributions must also plthough we include this term in our calculation, we essen-

My
rnr(T)) 5|0 In ko(n,l) .

considered. tially take the term itself as its uncertainty/u3+ u2/n®
For the self energy, the additional contribution due to the=|Eggy, Whereu,=|Eggn(1S)—8EgeN(2S)| for 1=0, u,
finite size of the nucleus ié€Eides and Grotch, 1997b; Pa- =|8Egen(2P)— 27Egen(3P) for I=1, and u,
chucki, 1993¢ =|27EgeN(3D) — 64E5ep(4D)| for | =2. The reasons for as-
3 signing such a large uncertainty include the fact that this
Ense=a= a(Za)énsdio, (A57)  term is associated with the definition of the rms charge ra-
2 dius of the nucleus, and there is ambiguity in the definition
wherea=—1.9851), and for thevacuum polarization it is Of the radius at the level of the second term in E460).
(Friar, 19792 Further, there are the questions of whether, in the case of the

5 deuteron,my should be the mass of the deuteron or of the
Enve= 3 a(Za)Ensdio- (AS8) proton and whether this contribution can be treated without

The contributionEysg is consistent with an extrapolation to regard to nuclear polarizatioffrriar, 1998.

Z=0 of the numerical results of Mohr and S¢ff993, and

Envp has been obtained independently by Hylt@885 and 12. Total Energy and Uncertainty

Eides and Grotch(1997h. These contributions are suffi-

ciently small that their uncertainties may be ignored. The The total energ)EnLJ of a particular levelwhere L=S, P,
contributions are neg||g|b|e for P and D states. . and X=H, D) is jUSt the sum of the various contributions

Ilsted above plus an additive correctléﬁ_ that accounts for
the uncertainty in the theoretical expression Ej}L Our
theoretical estimate of the value 6?f,_ for a partlcular level

The dominant effect of nuclear motion on the self energylS zero with a standard uncertamty of5y,;) equal to the
and vacuum polarization has been taken into account by insquare root of the sum of the squares of the individual un-
cluding appropriate reduced-mass factors. The additiondtertainties of the contributions, since, as they are defined
contributions over and above this prescription are termed@bPove, the contributions to the energy of a given level are
radiative-recoil effects. The leading such term has been coritdependentComponents of uncertainty associated with the
sidered by Bhatt and Grotqt1987 and by Pachuckil1995, fundamental constants are not included here, because they
but the two results are not in complete agreement. In thigre determined by the least-squares adjustment jtSéifis
article we employ the more recent result of Pachytgios,  We have

10. Radiative-Recoil Corrections

ug(XLj)+uZ(XL])
n® ’

(Za)s Me
Err= —1.364491)« 3 m—Nmecza,o, (A59) u3(8y,) = Z (A61)
which incorporated a number of crosschecks because of thehere the individual valuesy (XLj) andu,;(XLj) are enu-
disagreement. One of the small corrections included by Pamerated in the sections aboyéenoted there simply as,
chucki (1995 but not by Bhatt and Grotcfil987 has been andu,).
confirmed by Eides and Grot¢h995h. (As indicated by the The covariance of any twé'’s follows from Eq. (F7) of
factor ), this contribution is zero for all states witk=1.)  Appendix F and for a given isotope X is
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uSi(XL i) than the theoretical uncertainty of the ;2Sevel itself, be-
U(5?1(1Lj 15r>1<2Lj =2 W (A62)  cause the experimental information reduces the uncertainty
R of &
Si’

For covariances betweef’s for hydrogen and deuterium,
we have for states of the same

H D
U( 5nLj ) 5nLj

-3 Uoi (HLJ)ugi(DLj)+ Uni(HL ) upi(DLJ) This Appendix gives a brief summary of the current theory
=i né ' of a., the magnetic moment anomaly of the electron. A sum-
(A63) mary of the theory ofa,, the muon anomaly, is given in
Appendix C. As indicated in Sec. 3.3.1, E&5), a. is de-
and forn, #n, fined according to

Upi(HLj)ug(DLj -2
oi (HLj)ugi( J)' (A64) ae:|ge| :|Me|_1.
2 B

Appendix B. Theory of Electron Magnetic Moment
Anomaly

U(aﬁle 15r?z|_j): 2 (B1)

i=ic (nyny)°
where the summation is over the uncertainties common tdhe theoretical expression fa may be written as
hydrogen and deuterium. In most cases, the uncertainties can ag(th)=a4QED) + a4 weak +ahad, (B2

in fact be viewed as common except for a known multipli-
cative factor that contains all of the mass dependence. W@here the terms denoted by QED, weak, and had account for
the purely quantum electrodynamic, predominantly elec-

_ troweak, and predominantly hadronite., strong interac-
#j' tion) contributions toa,, respectively. The QED contribu-

The values ou(8y;) of interest for the 1998 adjustment tion may be written agKinoshita, Ni4é, and Okamoto,
are given in Table 14.A.1 of Sec. 4., and the nonnegligible; ggq

covariances of th&'s are given in the form of correlation _

coefficients in Table 14.A.2 of that section. These coeffi- a(QED)=A;+Ax(me/m,,) +Ay(me/m,)

cients are as large as 0.999. _ +Ag(me/m,,,mg/m,). (B3)
Since the transitions between levels are measured in fre- ) )

quency unitsHz), in order to apply the above equations for T"€ {€rmA, is mass independent and the other terms are

the energy level contributions we divide the theoretical exfunctions of the indicated mass ratios. For these terms the

pression for the energy differenceE of the transition by the lepton in the numerator of the mass ratio is the particle under

Planck constart to convert it to a frequency. Further, since consideration, while the lepton in the denominator of the

we take the Rydberg constaRt = a®mc/2h (expressed in ratio is the virtual particle that is the source of the vacuum

m™1) rather than the electron mass, to be an adjusted Polarization that gives rise to the term. .
constant, we replace the group of constaaten.c?/2h in Each of the four terms on the right-hand side of EBR)
AE/h by cR,,. is expressed as a power series in the fine-structure constant

o

assume thau(s% ,5§Z'L,j,) is negligible if L#L’ or |

13. Transition Frequencies Between Levels with ~ n=2 A =Ai(2)

2 3
+Ai(6)<g)
m

E)+A<4) had
T Pl

As an indication of the consistency of the theory summa- a\d
rized above and the experimental data, we list values of the +Ai(8)(—) e (B4)
transition frequencies between levels wits 2 in hydrogen. T
These results are based on values of the constants obtainedTihe fine-structure constantis proportional to the square of
a variation of the 1998 least-squares adjustment in which ththe elementary charge so the order of a term containing
measurements of the directly related transitiGitemsA13,  (a/m)" is 2n and its coefficient is called thengh-order co-
Al14.1, andA14.2 in Table 14.A.1 are not included. The efficient.
results are The second-order coefficie®{?), which is the leading

B B 5 coefficient ina,(QED), arises from one Feynman diagram
VH(2Pyz=2S,,)=1057844.93.2 kHz  [3.0x1077] and is the famous Schwinger terfSchwinger, 1948;

vi(2Sy,— 2Py =9911196.83.2 kHz [3.2<10 7] Schwinger, 194p
(2P~ 2Py, = 10969 041.21.5 kHz  [1.4x1077], AP)=3. (B5)
(AB5) The fourth-order coefficiena{*) arises from seven dia-

which agree well with the relevant experimental results ofgrams and has been known analytically for about 40 years
that table. The uncertainty of the Lamb shiff(2P;,—2S,)») (Sommerfield, 1957; Petermann, 1957; Sommerfield, 1958;
obtained this way is about an order of magnitude smallePetermann, 1958
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@) 3/3) wIn2 w? 197 mental value ofa, has a standard uncertainty of 4.2
A=~ tt1m X 10" 12=3.7x10 °a, [see Eq.(68), Sec. 3.3.1 and note
that (a/m)*=29x 10 ?=25x10 %a,. Thus the 0.0384

=-0.328478965% . . . , (B6)  standard uncertainty oA{®) contributes a standard uncer-

H —12__ —9
where{(n) is the Riemann zeta function of argument tainty to ag(th) of 1.1x10"*=0.96x10"" a..

The sixth-order coefficiena{®) arises from 72 diagrams Lile is known about the tenth-order poefficie?ilo) and
and is now also known analytically after nearly 30 years thlgh(irl-zorder coeffgents. (|'1|OO)WGV€‘I',. sincex/(r)°=0.068
effort by many researchefsee Roskies, Remiddi, and Le- <10 “=0.058<10""a., A; and higher coefficients are
vine (1990 for a review of the early work It was not until "0t Yet & major concern. To evaluate the contrlb(tljg;on to the
1996 that the last three remaining distinct diagrams wer&/ncertainty ofag(th) due to lack of knowledge ok; ™, we

calculated analytically, thereby completing the theoreticaPSSUme that the probable errf?O% confidence levelis
expression f0|A(16). The final result is equal to the absolute value A]‘l ) as roughly estimated by

[((ABTAL)A®)|=1.9. For a normal distribution this corre-

6 100a 215(5) 83m?{(3) 139(3) sponds to a standard uncertainty of 2.9, and hence we take
Al'=—3 o2 T 75 T g A(9=0.0(2.9) to calculatag(th). Because the 2.9 standard
4 s ) . uncertainty ofA{!? contributes a standard uncertainty com-
N 25In"2  25n"In"2  298n"In2  239m ponent toag(th) of only 0.19<10 ?=0.17x10 ° a,, the
18 18 9 2160 uncertainty contributions t@(th) from all other higher-

order coefficients are assumed to be negligible.
The lowest-order nonvanishing mass-dependent coeffi-
810 5184 cient isASY(x), wherex denotes eithem,/m,, or mg/m,, as
=1.181241456., (B7) indicated in Eq.(B3). A complete series expansion for
A{Y(x) in powers ofx and Inx (x<1) is known(Samuel and
where a,=3;_,1/(2"n*)=0.517479061... . Recent work Lj 1991; Li, Mendel, and Samuel, 1993; Czarnecki and
leading to this expression has been carried out by Laport8krzypek, 1999 Evaluation of the power series using the
and Remiddi (1991); Laporta (19939; Laporta (1995; 1998 recommended values of the mass ratios yields
Laporta and Remiddi1999; and Laporta and Remiddi

. 1710&% 28259

(1996. ASY(me/m,)=5.197 387 6232) X 10’ (B9)
A total of 891 Feynman diagrams give rise to the eighth-
order coefficientAl®), and only a few of these are known A (me/m,)=1.837 5060) X 10 °, (B10)

analytically. However, in a major effort begun in the 1970s,

Kinoshita and collaborators have calculaﬁﬂ) numerically where the standard uncertainties are due to the uncertainties
[see Kinoshita1990 for a review of the early work The of the mass ratios. To place these coefficients in perspective,
current best estimate of this coefficient reported by KinoshitdV€ Note that their contributions &y(th) are

is (Kinoshita, 1998; Hughes and Kinoshita, 1999

AP®)=—1.5098384). (B8)

This value differs fromA(ls)= —1.4092(384) reported previ- =2.418<10 %a,
ously (Kinoshita, 1996; Kinoshita, 199ybut it is believed to

be more accurate because of a significant increase in the
number of integration points used in the calculation. Ki-
noshita has retained the uncertainty of the earlier result in the .
new result despite the higher accuracy of the calculations on =0.009<10 " a,. (B11)

which the new result is based, pending his completion of Fhese contributions are so small that the uncertainties of the

more precise error analysis. Note that the numerical reSUItrc‘;nass ratios are not significant. This statement also applies to

agree with the analytic results for those few elghth-orderaII other mass-dependent contributionsatgth).

diagrams that are known analytically. Further, the same nu- The next coefficient in the seriesAéG)(x). Itis known in

merical techniques used to evaluate the eighth-order di%'erms of a series expansion xnwith a sufficient number of

grams have been used to evaluate all fourth- and sixth—ord%

2
o
A(me/m,) ( ;) =2.804x 1012

2
(44
A(z‘”(me/mT)( ;) =0.010x 10" 12

i d d t with th di owers ofx to ensure that the omitted terms are negligible
lagrams, and good agreement wi € corresponaing an [aporta, 1993b; Laporta and Remiddi, 1998sing the
lytic results is found. For example, the numerical results ob-

tained by Kinoshitd1995 for eight subgroups, consisting of 1998 recommended values of the mass ratios, one obtains

50 out of the 72 diagrams that give riseA§”), are in good A®)(mg/m,) = —7.373 942 5633) X 10°°
agreement with the corresponding analytic results.
To place in perspective the contributionsagth) of A{®) AP(me/m,)= —6.581519)x 10" 8. (B12)

and other relatively small terms discussed in the remainder
of this Appendix, we recall that the most accurate experi-To put these coefficients in perspective, we note that

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



CODATA RECOMMENDED VALUES 1835

ag(had =1.63119) x 1012

=1.40717)x10 °a, (B16)

=—0.080x10 °a, and is the sum of the following three contributions:
; al¥(had)= 1.875(1(?); 1012 obtained by Davier and
@ - Hocker (1998h); al®®(had)=—0.225(5)x 10 2 given by
A(Ze)(me/mT)(E) =—0.001x10 ** Krause (1997); and al" (had)= —0.0185(36)< 10~ *? ob-
tained by multiplying the corresponding result for the muon
=-0.001X10 a.. (B13)  of Hayakawa and Kinoshitdl998 by the factor Me/m,)?,
. o sincea™(had) is assumed to vary approximately ra$.
In view of the smallness of these contributions, the next coTpe contributionag(had), although larger tham(weak), is
efficient in the series,A(Zs)(x), as well as higher-order coef- ¢ yet of major significance.
ficients, may be ignored. For our least-squares adjustment, we reqaiggh) as a
The lowest-order nonvanishing coefficient in the terms,nction ofa. Since the dependence erof any contribution
Ag(me/m,, ,me/m,) is AL (me/m,, ,me/m,). Evaluating the  qther thana(QED) is negligible, we obtain a convenient
expression for this coefficierLautrup, 1977; Samuel and  form for the function by combining terms ia(QED) that
Li, 1991) by numerical integration using the 1998 recom-phave like powers ofx/m. This leads to the following sum-

3
o
AP(me/m,,) ( ;) =—0.092x10"12

mended values of the mass ratios, we obtain mary of the above results:
th)= ED) + +ag(had, B1
Agﬁ)(me/m ,me/mT)=1.91>< 10—13. (814) ae( ) ae(Q ) ae(WeaIQ ae( aCD ( 7)
- where
I : . . 2 3
The contribution of this coefficient tag(th) is 2.4<10~ % a(QED)=c®| < +C(4)(E L c® Z)
=2.1x10 Ba,, which is so small that it may be ignored. ¢ e \m e \m e \m

Higher-order coefficients in this series may, of course, also

: a4 o5
be ignored. +C§f)<— +Cg10)(_ +---, (B19
The calculation of electroweak and hadronic contributions T‘ m
to lepton magnetic moment anomalies initially focused onwith
the muon rather than the electron, because the contributions c®=0.5
are significantly larger and thus of greater importance for C@=_0.328 478 44400
heavier leptons. We therefore discuss them in greater detail '(36)
in the following Appendix, which deals with the theory of Ce’=1.181234017
a, . Here we simply give the results as they apply to the 028)2_1_5098384)
electron. (10)_
For the electroweak contribution we have Ce7=0.02.9), (B19)
and where
. Geme 5 a{weak=0.0301)x 10 2 (B20)
8mw?v2 3 and
a(had=1.63119) x10 *2 (B21)

1 o
—(1— i 2 ...
x| 1+ 5(1 4 sir? Oy)*+C T + The standard uncertainty af(th) from the uncertainties of

the terms listed above, other than that duevtas
ulagth)]=1.1x10 1?=1.0x10 %a,. (B22)

It is dominated by the uncertainty of the coeffici&ff’. In

. . _ _ fact, if C{®) were exactly known, the standard uncertainty of
where G¢ is the Fermi coupling constant), is the weak ag(th) would be only 0.1% 10 2=0.17x10 °a,. (Note

- - - . _ _ 2
mixing angle with si f,=1—(mw/mz)*, wheremw/Mz ¢ the uncertainties @ andC® are beyond the digits

is the ratio of the mass of the Y\to the mass of the % and . P :
shown and contribute negligible components of uncertaint
C=—150 as calculated by Czarneci al. (1996 and ac- to u[ag(th)].) 919 P y
o )

counc:s ;or two-Iopp c'ontrt)qunsE)taergwealf)l.l The q“Pted For the purpose of the least-squares calculations carried
standard uncertainty is taken to be the B0™"" uncertainty out in Sec. 4, we define an additive correctigyto ag(th) to

of the electroweak contribution ta, (th) multiplied by the account for the lack of exact knowledgeaqth), and hence

2 . . .
fa§‘°f (me/ mu,) » Since au(vyeak) varies approximately as the complete theoretical expression for the electron anomaly
m;, . In obtaining the numerical value af(weak), we have .

used the 1998 recommended values of the relevant constants

=0.02977)x10 *?
=0.02566)x 10 °a,, (B15)

that appear in Eq(B15). Clearly, a(weak) is not yet a sig- ag @, be) =agth) + Je. (B23)
nificant contribution toag(th). Our theoretical estimate @i, is zero and its standard uncer-
The hadronic contribution is tainty isu[ag(th)]:
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5,=0.0(1.1)x 10712, (B24) National Laboratory is to reduce this uncertainty by a factor
of about 20(see Sec. 3.3.10.bwhich would imply an un-
certainty of about 48110 *'~35x 10 2a, .

As for the electron, the lowest-order nonvanishing mass-
dependent coefficient i85Y(x). In the case of the mudisee

This Appendix gives a brief summary of the current theoryEQ. (C3)], x is eitherm, /m., which is greater than 1, or
of the magnetic moment anomaly of the mumn. A similar m,, /m., which is less than 1. A complete series expansion in
summary of the theory of the electron anomalyis given in  powers of X and Inx for x>1 is known and, as indicated in
Appendix B.[For a review of the early work on the theory of Appendix B, a series expansionxrand Inx for x<1 is also

Appendix C. Theory of Muon Magnetic Moment
Anomaly

a,, see Kinoshita and Marcian1990.] As indicated in known(Samuel and Li, 1991; Li, Mendel, and Samuel, 1993;
Sec. 3.3.10, Eq(162), a, is defined according to Czarnecki and Skrzypek, 199%valuation of these power
series using the 1998 recommended values of the mass ratios
aM:|9,L|2 _ ef|:2;;|n vy 1) yields
w ASY(m, /me) = 1.094 258 282@98) (C5)
As for the electron, the theoretical expressiondgrmay be (4) B
written as A3”(m,/m;)=0.000 078 05€25), (C6)

where the standard uncertainties are due to the uncertainties
of the mass ratios. The contributions of these coefficients to

where the terms denoted by QED, weak, and had account fé.(th) are

a,(thy=a,(QED)+a,(weak +a,(had, (C2

the purely quantum electrodynamic, predominantly elec- al?
troweak, and predominantly hadronice., strong interac- A(24)(mu/me)(;) =590 405.986(53) x 10~
tion) contributions toa,, respectively. Also in the same
manner as for the electron, the QED contribution may be =506 387.598845)><10*8aM
written as(Kinoshitaet al, 1990 )
(4) it —11
a,(QED)=A;+Ay(m, /m) +Ay(m,, /m,) A2 (mu/mT)(ﬂ) =42.11714)x 10
+Ag(m,/me,m, /m.). (€3 =36.12312)x10 %a,. (C7)

The mass-dependent terms are a function of the indicated~or comparisons of this type we use the 1998 recommended
mass ratios, and we again note that for these terms the leptoalues ofa anda,,, but ignore their uncertaintigs-or these
in the numerator of the mass ratio is the particle under conterms, as well as all other mass-dependent terms, the uncer-
sideration, while the lepton in the denominator of the ratio istainties of the mass ratios are of no practical significance.
the virtual particle that is the source of the vacuum polariza- The next coefficientA(ZG)(x), is known in terms of a series
tion that gives rise to the term. expansion inx, for both x<1 andx>1, with a sufficient

As for the electron, each of the four terms on the right-number of powers ok to ensure that the omitted terms are
hand side of Eq(C3) is expressed as a power series in thenegligible(Laporta, 1993b; Laporta and Remiddi, 1993s-

fine-structure constant: ing the 1998 recommended values of the mass ratios, one
obtains
A=A L] a@ 2 2+A(6) ) (6)
iAo - - Ay”’(m, /mg)=22.868 379 3&23) (C8)
a4 AP (m, /m.)=0.000 360 5421). (C9)
+A§8>(— oo (C4) - "
™ The contributions of these coefficientsdg(th) are

The mass-independent teryy, which is given in Appendix

B, is the same for all three charged leptons. The standard
uncertainty of A; is 0.11x10 "=0.097x10 ®a,. To .
place this uncertainty in perspective, as well as the values =24581.821524)x10 “a,
and uncertainties of other contributions dg(th) discussed a3

in this Appendix, we note that the standard uncertainty of Age)(mM/mT)(—) =0.4518%26)x 10
a,(th) is currently dominated by the 6410 ''=55 m

X108 a, uncertainty ofa,(had), and it will be a challenge =0.3875%22) X 10*8%_
to reduce the uncertainty af,(had) by as much as a factor (C10
of 10 (Czarnecki and Krause, 19p6Further, the standard

uncertainty of the most accurate experimental value,ofs The contribution ofA(26)(mu/ m,) to a,(th) is sufficiently
840x 10 1'=720x10 %a, [see Eq.(165, Sec. 3.3.10ja  small that the contribution from the next coefficient in that
and the goal of the new experiment underway at Brookhaveseries, which isA(ZB)(mM/mT), and from higher-order coeffi-

3
A®(m /m)(g) — 28660.367 3829) X 101X
2 " e Tr .
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cients may be assumed to be negligible. This is not the casend its contribution ta,(th) is

for the contribution of the next coefficient in the series
ALY (m, /mg), which is AP)(m,/m,). The calculation of
this coefficient is based mainly on numerical evaluations by
Kinoshita and co-workers of the corresponding 469 Feynman

@ 4
Agg)(mu/me,mu/mT)<;) =0.230@87)x 10" 1

diagrams. The current best estimate is

AP®(m, /m,)=127.5041), (C11)

=0.197375)x 10 %a,,
(C18
which again is of no practical consequence. In view of the

where the quoted uncertainty is due to the uncertainty of themallness of this contribution, higher-order coefficients are

numerical integrations. Recent work leading to Eg{l1) has
been carried out by Kinoshitatal. (1990; Kinoshita
(1993; Laporta(19934; and Baikov and Broadhur$1995.
The contribution of this coefficient ta,(th) is

4
o
A(zg)(mulme)(;) =371.21.2x 10" 1

=318.31.0x10 %a,. (C12

assumed to be negligible.

The electroweak contribution ta,(th) can be character-
ized by the number of closed loops in the relevant Feynman
diagrams:

a,(weak =all)(weak +al*)(weak+---, (C19

where ¥ indicates one loop, 2 indicates two loops, etc.
The dominant contribution ta,(weak) arises from one-loop
diagrams involving W and Z bosons; the contribution from

The contribution itself is significant, but its uncertainty is of 4,4 Higgs boson is negligible for any reasonable estimated

little consequence.

An estimate of the next coefficient in the series, which is,

ASO(m, /my), is
AS9(m, /mg)=930(170), (C13
based on the work of Kinoshitaetal. (1990 and
Karshenbtm (1993h. Its contribution toa,(th) is
o 5
A(zlo)(mulme)(;) =6.31.1)x 101

=5.41.00x10 %a,. (C14

The contribution itself is of marginal significance, and its
uncertainty is of little consequence. In view of the smallness
of this contribution, it is assumed that higher-order coeffi-

cients in the series may be neglected.

In analogy with the electron, the lowest-order nonvanish-

ing coefficient in the term Ag(m,/me,m,/m;) is

Agﬁ)(mulme,mM/mT). Evaluating the series expansion of

Czarnecki and Skrzyped 999 for this coefficient using the
1998 recommended values of the mass ratios, we obtain

AL (m, /mg,m,/m,)=0.0005276817), (C15

where the uncertainty is due mainly to the uncertaintynof

value of its mass. The two-loop contribution is further di-
vided into fermionic and bosonic contributions:

al?)(weak =a?)(ferm)+a{*)(bos, (C20

wherea(?”)(ferm) denotes the two-loop contribution arising
from closed fermion loops, and{*”)(bos) denotes the re-
maining two-loop contribution.

The electroweak contribution may be written @3zar-
necki, Krause, and Marciano, 1995

Gem? 5
8m2v2 3

a,(weak =

1 . ) 1o
X 1+§(1—4S|r12¢9w) FC—oel,

(C2)

where Gg is the Fermi coupling constant)y is the weak
mixing angle with sif 6y=1—(my/m;)?, wheremy,/m,
is the ratio of the mass of the Yo the mass of theZ and
the valueC=—97 has been calculated by Czarneekial.
(1996 and accounts for fermion and boson two-loop contri-
butions to a,(weak). Equation(C21) yields a,(weak)
=151(4)x10 %, where the standard uncertainty is that

This result is consistent with the evaluation of the analyticqyoted by Czarneckit al. (1996 and is due to uncertainties

expression foAgﬁ)(mM/me,mM/mT) (Lautrup, 1977; Samuel
and Li, 1992 by numerical integration. The contribution of
this coefficient toa, (th) is

(6) a 3_ 11
Az’(m, /mg,m,/m,) p= =0.6612621) <10

=0.567 1618)x 10 %a,,
(C16)

which is of no practical consequence. Nevertheless, the next
coefficient in the series has been estimated numerically. The

result is(Kinoshitaet al., 1990

AP(m, /mg,m, /m,)=0.0793), (C17)

in the Higgs mass, quark two-loop effects, and possible
three- or higher-loop contributions. In recent work, Degrassi
and Giudice(1998 have calculated the dependence of the
coefficients of the leading logarithmic terms @‘f/)(ferm)

on sirf 6, and the leading logarithmic terms of the three-
loop contributionaff‘/ )(ferm). These additional terms pro-
vide small corrections to the value of Czarnedi al.
(1996; the combined result i€Degrassi and Giudice, 1998

a,(weak =1533)x 10"
=131(3)x 10 %a,. (C22

[Other work related toa,(weak) has been carried out by
Kuraev, Kukhto, and Schille¢1990; Kukhto et al. (1992;
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and Peris, Perrottet, and de Raf&Ed95.] The electroweak
contribution toa, (th) is significant, but its uncertainty is of
little consequence.

The hadronic contribution ta,(th) may be written as

a,(had =a{’)(had +a{*?(had +a{™ (had +- -,
(C23
wherea(")(had) andal®® (had arise from hadronic vacuum
polar|zat|on and are of ordera(m)? had (a/m)3, respec-

tively; and a(W)(had) arises from hadronic light-by-light
vacuum polarlzatlor{Thea in the superscript 0&%® (had)

indicates that not all of the sixth-order terms are included.

P.J. MOHR AND B. N. TAYLOR

Clearly, the uncertainty o, (had) is the dominant contribu-
tion to the uncertainty o, (th).

Following the same procedure as wil(th) in Appendix
B, by adding terms ira,(QED) that have like powers of
al, including the results foA; given in that Appendix, we
summarize the theory a, as follows:

a,(thy=a,(QED)+a,(weak +a,(had,

2 3
E)+C(4) Z) +c® E)
7r Pl Pl

(C28

where

_ 2
a,(QED)=C

4

Further,a("" (had) is also of sixth ordef.
The most accurate calculation of the contribution
(4)(had) is that of Davier and Her (1998 and is based
on improved theory together with experimental data fromwith
both the production of hadrons in"e  collisions and the
decay of ther into hadrons. Their result is

5
o a
+cf§>(; +cf}°)(;) +-0, (C29

(2)—
C?=05

c{"=0.765857 37&27)

C{®)=24.050508 9644)
(8) _

CY=126.0741)

aP(had =692462) x 10", (C29)

where the quoted standard uncertainty is due to uncertainties
in both the theory and experimental data. This value, which
is the one that we shall employ, is in agreement with but has
a smaller uncertainty than earlier results, some of which were
based on &e~ scattering data alonéDavier and Hgoker, —and where
1998a; Alemany, Davier, and tdker, 1998; Alemany, 1997;
Brown and Worstell, 1996; Jegerlehner, 1996; Eidelman and
Jegerlehner, 1995 and
For a’(had) we take the value calculated by Krause
(1999,

(C30

a,(weak=1533)x 10" 1 (C31

a,(had =674464)x10 (C32

The standard uncertainty af,(th) from the uncertainties of
the terms listed above, other than that duextdas

u[a,(th)]=6.4x10 1°=55x 10 %a

(C29

This result is a refinement of the earlier estimate of Ki- (€33
noshita, Nizc, and Okamotq1985 and incorporates an im- and is primarily due to the uncertainty af(had). In fact, if
proved theoretical method. Further, it is based on the analya,(had) were exactly known, the standard uncertainty of
sis by Eidelman and Jegerlehr(éJQQE) of the experimental a,(th) would be only 3.410" 11—2 9x10°8 a, and would
data for the process’e”— hadrons, and that analysis in- be due mainly to the uncertainty cﬂu(weak) If both
cludes more recent data than the earlier estimate. a,(had) anda,(weak) were exactly known, the uncertainty

For a{"(had) we take the value of a,(th) would be only 1.x10 *=1.4x10 %a,, which
is just the uncertamty o, (QED). [Note that the uncertaln—
ties of C{") andC{®) are negI|g|bIe]

In a manner S|m|Iar to that fom.(th), for the purpose of
the least-squares calculations carried out in Sec. 4, we define
an additive correctiod,, to a,(th) to account for the lack of
exact knowledge o (th) and hence the complete theoret-
ical expression for the muon anomaly is

a,(a,8,)=a,(th)+4,.

€ur theoretical estimate @i, is zero and its standard uncer-
tainty isu[a,(th)]:

al?®(had = —101(6)x 10 ™.

al(had = —79.215.4 x 10", (C26

quoted by Hayakawa and Kinoshitd998, which is consis-
tent with but has a smaller uncertainty than the resul
alV(had)= —92(32)x10 ** of Bijnens, Pallante, and
Prades(1996) Both of these estimates include the effect of
the v’ meson in addition to the effects of the’ and
mesons in the diagram that makes the largest contribut|on
to a((had). These results may be compared to th
estlmatea(W)(had)——52(18)>< 10~*, which does not in-
clude the effect of the)’ (Hayakawa, Kinoshita, and Sanda,
1996.

Adding Egs.(C24), (C25), and(C26), one obtains

(C34

8,=0.006.9x10 *°. (C35H

Although a,(th) and ag(th) have common components of
uncertainty, due mainly to the uncertainty&f, ufa,(th)]

is so large due to the uncertainty @f(had) that the covari-
ance ofs,, and d is negligible.

a,(had=674464)x10 !
=578455)x 10 %a (C27)
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Appendix D. Theory of Muonium Ground-State where A(lz)zé, as given in Appendix B. The number
Hyperfine Splitting 16.903F ... includes a numerical integration that is readily
) o ) carried out to high accuracy. The functi@(Z«) accounts
This Apendix gives a brief summary of the present theoryq, || higher-order contributions in powers B and can be

of Avmu, the ground-state hyperfine splitting of muonium yiiqed into parts that correspond to a self-energy Feynman
(p"e atc_)m). The dommant part of the splitting is given by diagram and a vacuum polarization diagrarG(Za)
the Fermi formulaFermi, 1930 =Ggd(Za)+Gyp(Za). The self-energy part is estimated to
-3 be Gg(Za)=—12.0(2.0). The vacuum polarization part

) (DI) Gyp is expected to be negligible compared to the uncertainty

of the self-energy part. Work relevant to E@5) has been

where the last factor is the reduced mass correctiNote  carried out by Schneider, Greiner, and S¢f994; Nio
that although the charge of the muoneissome of the ex- (1999; Karshenboim(1996a; Pachucki(1996; Nio and Ki-
pressions in this Appendix correspond to a muon with charg@oshita(1997); Blundell, Cheng, and Sapirste{h9973; and
Ze in order to indicate the nature of various terjmBhe full Sunnergreret al. (1998.

16 m
- 3 2 €
Avg 3 cR.Z m,

m
1+ —
m,

theoretical expression may be written as For D)(Za) we have
Avyy(th) = Avp+ Aviagt Avyec D®(Za)=AY+0.77174)7Za+[ — 1In?(Za) 2
+ Av_+ Avyeat AVpads (D2) —86(18)](Za)?+:-+, (D6)

cyyhereA(l“) is as given in Appendix B. The number 0.774)7

Is the sum of various contributions, some of which are evalu-
ated numerically (Eides, Karshentimm, and Shelyuto,
(1989h; Eides, Karshenboim, and Shelyuto, 1990; Eides,
Karshenbtm and Shelyuto, 1991; Karsheribg Shelyuto,
and Bdes, 1992; Kinoshita and Nio, 1994; Eides and Shely-
uto, 1995; Kinoshita and Nio, 1996The Irf(Za) 2 contri-
bution is from Karshenkbion, (19933. The number-86(18)
[corresponding to—0.110(23) kHZ is an estimate of the
contribution of a InZa) 2 term and a constant tertiNio,

where the terms labeled D, rad, rec, r—r, weak, and had a
count for the Diradrelativistic), radiative, recoil, radiative-
recoil, electroweak, and hadronice., strong interaction
contributions to the hyperfine splitting, respectivgjee Sa-
pirstein and Yenni€1990 and Bodwin, Yennie, and Grego-
rio (1985 for reviews of the early work.

The contributionAvy is given by the Dirac equation and
was calculated exactly to all orders #w by Breit (1930.
The first few terms in the power-series expansioZ in are

Avp=Ave(1+a)[1+ F(Za)?+ F(Za)*+---], 1995; Kinoshita, 1996
(D3) Finally,
(6) —AB) 4 ...
wherea, is the muon magnetic moment anomasee Ap- DP (Za)=Ay" -+, (D7)
pendix Q. where only the leading contribution is given for the sixth-
The radiative corrections are of the form order term, because no binding correction has yet been cal-
N culated. Higher-order functio3®"(Z«) with n>3 are ex-
Avia=Ave(1+a,) D(2)(Za)(—) pected to be negligible.
™ The recoil contribution is given by
o 2
DO (Za)| 2|+, (D) Av— A —;m(ﬂ)z—“
w M| 1-(mg/my)? M/

where the function®®"(Z«) are contributions associated

65
with n virtual photons. In the limitZa—0, each of these + 5 IN(Za) 2-81n 2+§3 (Za)?
functions is equal to the corresponding coefficiagt” in (1+me/m,)
the theoretical expression fag as discussed in Appendix B.

3 /m 1
[The mass-dependent QED, electroweak, and hadronic con- +| - EIn(ﬁ)ln(Za)z— gan(ZaYZ
e

tributions toa, are negligible in the context afwv,,,(th) and

need not be considerddThe functionsD®*"(Za) are as (Za)?
follows: —57(22)} - +- (D8)
D@ (Za)=AP+(In2- HnZa where the number —57(22) [corresponding to
- o eei 5 —0.151(60) kHZ is an estimate of the contribution of a
+[=5In°(Za) " "+ (56— 3In2)In(Za) In(Za) 2 term and a constant terifNio, 1995; Kinoshita,

1996. The term of order Infy, /my)In(Za) *(Za)%w is dis-

2
+16.9037... J(Za) cussed by Karshenbm (1994, by Nio (1995, and by Ki-

FEIN2— 547 In(Za) 2] m(Za)? noshita and Nid1994. The term of order f(Za) 4(Za)%=
is from Karshenbim (19933.
+G(Za)(Za)®, (D5) The radiative-recoil contribution is
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a\?m m 13 /m In analogy with our treatment of inexactly known theoretical
€ 2 [ h . . .
Av,=vg =l m —2In m + 1—2In m expressions in the previous three appendices, we represent
. ¢ € the theoretical uncertainty afvy,(th) by adding to it the
m term

+ zTa In? a2
Svu=0.00(12) kHz. (D13

+2 3)+ +35
7(() 579

s g|n3 My g|n2<% +43.1} %] The theory summarized above predicts
e e Avy,=4 463302.6727) kHz [6.1x 10 8],
o Me)\? 13 (D14)
TR (m_u) (6 N2+ g )+ (B9 pased on values of the constants obtained from a variation of

the 1998 least-squares adjustment that omits the two LAMPF
measured values dfvy,,. The main source of uncertainty is
that of the mass ratim,/m, that appears in the theoretical

estimate of the Inf, /m,) and constant terms. The more re- expression as an overall factor. However, the relative stan-
" ) i ;
cent work on which this equation is based was carried out bjia'd uncertainty is about one-half that of the LAMPF-99

Eides and Shelyut61984; Eides, Karshentim, and Shely- value ofmg/m,, given Iin Eq.(156), Sec. 3.3:9.c, becausg in
uto (1989a: Li, Samuel, and Eide$1993: Karshenbim the least-squares adjustment the theoretical expression for

(19933; and Eides, Grotch, and Shelyutb998. Awvy,(th) is used in the observational equation for the
The electroweak contribution due to the exchange afa -AMPF values ofv(f,) [see Eq.(142, Sec. 3.3.9.b The
boson(Bég and Feinberg, 1974: Eides, 19%nd the had- explicit erendence akvy,,(th) on the mass ratio modifies
ronic contribution due to vacuum polarization involving had—the reIaFlon betweeme/m_u andy(fy) in such a way .thf.’lt the
rons(Sapirstein, Terray, and Yennie, 1984 Karimkhodzhaeyncertainty of the resulting value of the mass ratio is about

and Faustov, 1991; Faustov, Karimkhodzhaev, and Mar @il as large as the value in E(L56. An alternative ap-
tyneko, 1999 are given by proach to the calculation of the theoretical valueofy,

would be to use an experimental valuefof,,, in the obser-
vational equation, but such an approach would yield a result
that is dependent on the experimental value.

The predicted and experimental valuesiofy,, [see Egs.
Avp=0.24Q7) kHz. (D11) (144) and (152 of Secs. 3.3.9.b and 3.3.9.are in good
agreement, as expected from the inferred values afis-
cussed in Sec. 3.3.9.d.

where for simplicity the explicit dependence @his not
shown. The number 43 (torresponding to 0.012 khizs an

Avyeq= — 0.065 kHz (D10)

The standard uncertainty &uw),,(th), not including the
uncertainties of the quantitié®, , @, m¢/m,, anda,, con-
sists of the following components: 0.009 ki@.2x 10~ 8]

dlg) to the uncertainty 2.0 0Bse(Za) in the function This Appendix gives a concise summary of the least-
D™(Za); 0.023 kHz[0.5x10 ] H?m the uncertainty 18 54 ares method as it is used to obtain a unique set of values
of the number 86 in the functiod (4()20‘) [the uncertainty  of the fundamental constants from the available data. The
0.0004 of the nurpg)er 0.7717 ID™(Za) is negligible;  regyiting set of constants may be regarded as conventional
0.060 k_HZ[1-3_>< 10 "] due to the uncertainty 22 of the num- 5165 or best estimates, depending on one’s point of view.
ber 57 inAvrec; 0.008 kHz[0.2x10 7] to reflect a possible  The method of least squares has its origins in the work of
uncalculated recoil contribution with absolute value of OrderLegendre(1805)' Gauss(1809; Laplace(1812; and Gauss
4142 —2. —8 ! ’ !
Avg(me/m,)(Za)"In*(Za) "% 0.104 kHz[2.3X10" "] tore- (1823 More recently, Aitken(1934 [see also Sheppard
flect possible uncalculated radiative-recoil contributions W|th(1913] has considered the case in which the data are not
absolute ;/alues of ordekve(a/m)?*(m/m,)ma |7r‘80‘72 and  jndependent, and we follow his approach. Cok&951) has
Avg(alm)*(me/m,)ma; and 0.007 kHZ0.2x10 "] due 10 gmphasized the fact that correlations among the data should
the uncertainty o\vp,g. Note that the uncertainties arising pe taken into account in an evaluation of the fundamental
from the uncalculated terms are standard uncertainties based\stants.
on hypothetical numerical coefficients suggested by analo- /o suppose that there akemeasuredor in some cases

gous calculated terms vy, (th). Any contribution 10 c4jcylated valuesg; of various quantities with standard un-
Avyy(th) not explicitly included in Eqs(D3)—~(D11) or re-  cepaintiesu; =u(q;), variancesu;=u2, and covariances
flected in the uncertainty evaluation is assumed to be less

8 v Sé,jzu(qi ,dj), whereu;;=u;; . For exampleg; could be a
than about 0.005 kHE0.1x10""], and therefore negligible  easyred value of the anomalous magnetic moment of the

Appendix E. Method of Least Squares

at the level of uncertainty of current interest. electrona,, q, a measured value of the Josephson constant
Combining the above components, we obtain for the stang | e(c. These values are callghut dataor observational
dard uncertainty ofAv),,(th) data

A set of M quantitiesz; with M<N, calledadjusted con-
u[Avy,(th)]=0.12kHz [2.7x1078]. (D12 stants is then chosen such that each input damyncan be
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expressed as a functioih of one or more of the adjusted denoted cow), with elementsu;; (W=V~1is often called
constantg; through the set oN observational equations  he weight matriy. The solutionX, with elementsy;, that

minimizesS is

a,=fi(2)=f(z1,25,....zy); i=1,2,...N. (E)
For examplez, could be the fine-structure constanandz, X=GATV7lY, (E9
the Planck constartt. There is no unique choice for the \ynhere
adjusted constants; however, they must be chosen such that A
none can be expressed as a function of the others and the G=(ATV'A) "L (E10

value of each is determined by some subset of the expre
sions in Eq.(EL). The dotted equal siges in Eqg. (E1) de-

notes the fact that in general the left and right sides are n
equal, since the set of equations may be, and usually is;”

sFhe covariance matrix of the solutiofy which follows from
dpe propagation of uncertainty relatidgeee Appendix F; is

overdeterminedNl=M). For the example of the Josephson covX)=(GATV HV(GATV 1T =G. (E1D
constant given above, the observational equation is
gy |12 We takeY as the best estimate ¥ where
1
qZ:(MOCQ) (E2) Y=AX, (E12)
wherez,;=a andz,=h. with
Most of the_ observat_ional equations in the 1998_ adjust- cov(¥)=AGA'. (E13
ment are nonlinear, so in order to apply linear matrix meth-
ods, we linearize Eq(EL) using a first-order Taylor series We thus have
around startingsometimes called fiduciplaluess; that are .
nearly equal to the expected values of the adjusted constants: Y=CY, (E14
‘ M ot (s) where
qi:fi(S)"‘jzl 075] (Zj_Sj)+“' (E3) C:A(AvalA)flAval‘ (ElS)
We then define new variables The elements off so obtained are the best estimates for
the quantities represented byin the following sense: If we
yi=agi—fi(s) consider an estimate of the quantities represented dfythe
form Y’ =DY such that the sum of the squares of the uncer-
Xj= 2~ S B4 ainties of Y’ as given by the trace of the covariance matrix
to obtain to first order cov(Y')=DVD'" is a minimum, subject to the condition that
the matrixD reproduces any set of data of the foAX (that
o is, DAX=AX for any X), thenD=C, whereC is just the
inle aijXj (E9D  matrix in Eq. (E15 obtained by the least-squares method,
and hencer’ =Y (Aitken, 1939.
where Of course, we are not interested ¥hand Y per se, but
afi(s) rather the best estimatié of the adjusted constants and the
ajj ~Tas (E6) best estimat®, corresponding to the measured quanti@gs

]
In matrix notation, Eq(E5) may be written simply as

(E?)

whereY is a column matrix witiN elements/, y,, ... Yn,
A is a rectangular matrix witiN rows andM columns with
elementsa;q, a12,...,81Mm,---,aN1, N2, - -+ > Qum, @nd
X is a column matrix withM elementsx;, X,, ..
Similarly g;, fi(s), z;, ands; are elements of matriceg, F,
Z, andS.

To obtain the best value of, and hence oZ, we mini-
mize the product

S=(Y—-AX) "V Y Y-AX)

Y=AX,

cy Xy -

(E8)

with respect taX, where the symbol " indicates transpose,

andV is theNX N covariance matriof the input data, also

given by
Z=5S+X
O=F+Y. (E16)

SinceS andF have no uncertainty associated with them, we
have

covZ)=coM X)=G

coM(Q)=couY)=AGA". (E17)

In general, the values of the adjusted constanese corre-
lated; their variances and covariances are the elements of the
covariance matrixG. Thus this matrix is necessary for the
evaluation of the uncertainty of a quantity calculated from
two or more adjusted constants, as discussed in Appendix F.

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



1842 P.J. MOHR AND B. N. TAYLOR

Since the observational equations are nonlinear, the solwhere v=N—M is the degrees of freedom of the least-
tion of the linear approximation described above does nosquares calculation, angf is given by
provide an exact solution of the nonlinear problem, even A R
though it provides values of the adjusted constants that are x*=(Q-Q 'V {Q-Q), (E22

an improvement over the startirffiducial) values. To obtain which is the minimum value o as given by Eq(E8) evalu-

more precise values, we use the improved values of the adsoq in the final iteration. To the extent that correlations

justed constants as starting values for a new linear approx!a-u,nong the data may be neglected, the contributiog’tof
mation. This procedure is iterated until the new values an%ach item of data is2. wherer. is the normalized residual
the starting values differ by a very small fraction of the un- b '

of g;:
certainties of the adjusted constantg;) =u(X;). Our con- Gi
vergence condition is a;—§;
r=—, (E23
Mo o2 Ui
i -
> - <10% (E18  andin the limit of a large number of degrees of freedom, the

P 2/8
) Birge ratio is the square root of the average of the squares of
In most cases, two iterations are sufficient to reach convethe normalized residuals. A Birge ratio substantially larger
gence, although in some cases more may be necessary. TH@n one suggests that the data are inconsistent. Similarly, a
number of iterations needed depends on how close the orighormalized residuat; significantly larger than one for an
nal starting values of thg; are to the values of thy in the input datum suggests that the datum is inconsistent with the
final iteration. other data.

Once the iterative process is compleétg A, andC can be Inconsistencies among input data in a least-squares adjust-

evaluated at the final values of the adjusted constgrie- ment of the constants are not likely to be purely statistical,
noted byF, A, and®) and we have because the uncertainties of the data are in general domi-

nated by Type B components associated with systematic ef-
O=F+C(Q-F), (E19 fects and there is an insufficient number of experiments and
calculations to treat the collection of results statistically. Fur-
which implicitly describes the relation between small ther, hindsight shows that disagreements between measured
changes in the input dat@ and the best estimates of the (or calculateiresults are usually due to unrecognized effects
corresponding quantitied. If the elements of) are exactly for which no allowance has been made in the uncertainty
the input data values, then the second term on the right-harelvaluation. Nevertheless, for comparison purposes, as
side of Eq.(E19 vanishes. However, it is of interest to ask to general indicatoss we can still consider the values »f and
what extent a change in a particular input datgntauses a Rg that are expected in a purely statistical analysis.

change in its best estimated valfe. The relationship be- If the probability distribution associated with each input
tween these changes is given by datum is assumed to be normal with megnand variance
R u?, then the expected value gf is v=N—M with standard
%:6-- (E20) deviation2v. Thus a value of the Birge ratio greater than
aqp "’ 1+ \/2/v would suggest a possible inconsistency in the data.

In addition, for a given value of, the probability that an

whereg;; is thei,i element ofC. For convenience, we call ,hserved value of chi square would exceéds (Abromow-
Cii the self-sensitivity coefficier; of a particular input da- i, and Stegun, 1965

tum because it measures the influence of that datum on the

best estimated value of the corresponding quantity. For the 5 1 * x|\ "2 g 2

final 1998 least-squares adjustment, all of the coefficients lie QI =—, Lz 3 - (E24

in the range 8<S.<1, even though this limit is not a neces- ( )

sary condition when there are correlations among the input

data. IfS, for a particular input datum is of the order of 0.01 Hence the functiorQ(x?|v) evaluated withy? equal to the

or less, the datum does not play a significant role in deterobserved value is the likelihood of obtaining an observed
mining the best estimated value of the corresponding quaralue that large or larger. A value Qf(x? ») much less than
tity and could be discarded with little effect. The reason forone would therefore indicate that is significantly larger
such a small value foB, could be the existence of another than expected, suggesting a possible inconsistency in the
input datum of the same type with a significantly smallerdata.

2
?|

uncertainty, or the generation by other input data ofral- If an input datum that is independent of all other input
rect value of the corresponding quantity with a very small data, together with a corresponding new adjusted constant, is
uncertainty. added to an adjustment, then the Birge ratio remains un-
A measure of the consistency of the input data is obtaine¢hanged, because the contribution of the new datuyf tis
by computing the Birge ratio zero and the degrees of freedom=N—M remains un-
changed. More generally, any number of data for a quantity
Rg= Vx?%/v, (E2)  thatis independent of the rest of the adjustment, as would be

J. Phys. Chem. Ref. Data, Vol. 28, No. 6, 1999



CODATA RECOMMENDED VALUES 1843

the case for the Newtonian constant of gravitatianmay be  for the propagation of uncertainty gives the covariances of
treated separately by an application of the least-squardabe recommended constaniép,,p,) [as well as variances
method. Such a one-variable least-squares computation igp,)?=u(py.P)] in terms of the covariances of the ad-
identical to calculating the weighted mean of these values. ljusted constanta(z;,2;) (ISO, 1993
the one-dimensional case, the observational equation is "
gi=2z, so the matrixA is a single-column matrix with all R bk Py
elements equal to 1, and the mat€ixin Eq. (E15 has ele- ”(pk’pl):i’jzl A a_zj“(zi ). (F2)
ments given by

The covariances(z;,z;) are the elements of the covariance

N N a
cj :k}::l ij/ n%‘;l Wi, (E25) matrix G given by

A_(ATv-1a)y-1
where thew;; are elements of the weight matrid/=V "1, GC=(A VA, F3
Since the observational equation is linear, we may tke whereA andV are as defined in Appendix E; that & s the
=0 and only one iteration is needed. In this case,([E44  matrix defined by Eq(E6) evaluated in the final iteration of

yields the least-squares calculation, avids the covariance matrix
N of the observational data. In our evaluation of the recom-
= E Cijd; (E26) mended constants, the partial derivatives in &) (most of
=1 which are zerp are both calculated analytically and trans-
with standard uncertainty lated into FORTRAN by computer.

In Eqg. (F2) the set of variableg; can be extended to
include any number of the derived constajxtsn addition to
the original adjusted constants on the right-hand side. Of
i course, the range of the covariance calculation fithen the

In the case where there are only two observations, thgst hand side of Eq(F2), can also be extended to combina-
equations for their weighted mean take a simple form: tions of constants not included in the 1998 set of recom-

N —1/2
u(qo:(nmE:l wnm> : (E27)

(u%—ulz)qﬁ(u%—ulz)qz !”nended values. As an example of an application of(_Eﬁ)
gi= o in a case where the, have been extended, we consider the
uptuz—2up uncertainty of the 1998 recommended value of the Bohr
5 2 o A\ 12 magnetonug based on the expression
u(g;) = e b s 2 (E29
Tl ud-2uy, _eh  eh -
M8 2m, 4mm,’
Appendix F. Use of the Covariance Matrix The relevant derivatives are just
As pointed out in Appendix E, the values of the adjusted P
constants resulting from a least-squares fit are correlated. 7Hs _ KB
Consequently, proper evaluation of the uncertainty of the Je e
value of a quantity based on two or more adjusted constants P
must take these correlations into account. This appendix re- KB _ KB
views the law of propagation of uncertainty and indicates h h
how the uncertainties of many of the 1998 recommended
values can be calculated from the condensed covariance ma- ok __ ks (F5)
trix given in Table 25. As noted in Sec. 5.1, the covariances JIMe me’

of all the 1998 recommended values are given in the form of .\ yhe resulting relation takes a particularly simple form if
correlation coefficients at the Web site of the NIST Funda-

T Data C - hveice / expressed in terms of relative varianag&x;)=u?(x;)/x?

mental Constants Data Center: physics.nist.goviconstants. _ ;") and  relative  covariances u,(x; x)
The 1998 recommended values of the constants are calcy- X)(% X))

lated as functions of the 57 adjusted constants, as described = ' 7t

in Sec. 5.2. Most of thes_e functions are simple produgts of u(wg)=Uu?(e)+u?(h)+u?(my)
powers of a few of the adjusted constants. With the adjusted
constants denoted kB and the recommended constants by +2u,(e,h)—2u(e,me)
pi, these relations are indicated by _2u(hmy) (Fo)
e/
Pi(21,2,,...,2y); 1=12...K, (FD)

Substitution of the appropriate numbers from Table 25 yields
whereM is the number of adjusted constants atds the  u,(ug)=4.0x10 8, in agreement with the value listed in
total number of recommended constants. Functions of th&able 24. It is of interest to note that the result would be
form p3=2, are, of course, included. The standard formulal.2x 10’ if covariances were neglected.
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